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FCC Warning

This equipment has been tested and found to comply with the limits for a Class A digital device, pursuant to Part 15 of the FCC Rules. These limits
are designed to provide reasonable protection against harmful interference when the equipment is operated in a commercial environment. This
equipment generates, uses, and can radiate radio frequency energy and, if not installed and used in accordance with this manual, may cause
harmful interference to radio communications. Operation of this equipment in a residential area is likely to cause harmful interference in which case
the user will be required to correct the interference at their expense.

CE Mark Warning

This is a Class A product. In a domestic environment, this product may cause radio interference in which case the user may be required to take
adequate measures.

Warnung!

Dies ist ein Produkt der Klasse A. Im Wohnbereich kann dieses Produkt Funkstoerungen verursachen. In diesem Fall kann vom Benutzer verlangt
werden, angemessene Massnahmen zu ergreifen.

Precaucion!

Este es un producto de Clase A. En un entorno doméstico, puede causar interferencias de radio, en cuyo case, puede requerirse al usuario para
que adopte las medidas adecuadas.

Attention!

Ceci est un produit de classe A. Dans un environnement domestique, ce produit pourrait causer des interférences radio, auquel cas I utilisateur
devrait prendre les mesures adéquates.

Attenzione!

Il presente prodotto appartiene alla classe A. Se utilizzato in ambiente domestico il prodotto pud causare interferenze radio, nel cui caso & possibile
che I'utente debba assumere provvedimenti adeguati.

VCCI Warning

ZOEEIX, 7T A AHFREINEE T, ZOREAFERE CHEHT L LERELZSISEZTIERHD 7,
ZOGEIIIMERE DY) R EET AL ) BERINDZENH D 7, VCCI-A
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Intended Readers

The DGS-3600 Series Web Ul Reference Guide contains information for setup and management of the Switch. The term, “the
Switch” will be used when referring to all five switches. This manual is intended for network managers familiar with network
management concepts and terminology.

Typographical Conventions

\ Convention Description
[1 In a command line, square brackets indicate an optional entry. For example: [copy filename]
means that optionally you can type copy followed by the name of the file. Do not type the
brackets.
Bold font Indicates a button, a toolbar icon, menu, or menu item. For example: Open the File window

and choose Cancel. Used for emphasis. May also indicate system messages or prompts
appearing on your screen. For example: You have mail. Bold font is also used to represent
file names, program names, and commands. For example: use the copy command.

Boldface Indicates commands and responses to prompts that must be typed exactly as printed in the

Typewriter Font manual.

Initial capital letter Indicates a window name. Names of keys on the keyboard have initial capitals. For example:
Click Enter.

Italics Indicates a window name or a field. Also can indicate a variables or parameter that is

replaced with an appropriate word or string. For example: type filename means that you
should type the actual filename instead of the word shown in italic.

Window Name > Window Name > Window Option Indicates the menu structure. Device > Port > Port
Window Option Properties means the Port Properties window option under the Port window option that is
located under the Device window.

Notes, Notices, and Cautions

A NOTE indicates important information that helps you make better use of your device.

(‘ A NOTICE indicates either potential damage to hardware or loss of data and tells you
how to avoid the problem.

A CAUTION indicates a potential for property damage, personal injury, or death.
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Safety Instructions

Use the following safety guidelines to ensure your own personal safety and to help protect your system from potential damage.
Throughout this document, the caution icon ( /1. ) is used to indicate cautions and precautions that you need to review and follow.

Safety Cautions

To reduce the risk of bodily injury, electrical shock, fire, and damage to the equipment, observe the following precautions and
service markings:

e Do not service any product except as explained in your system documentation.

e  Opening or removing covers that are marked with the triangular symbol with a lightning bolt may expose you to
electrical shock.

e Only atrained service technician should service components inside these compartments.

If any of the following conditions occur, unplug the product from the electrical outlet and replace the part or contact your trained
service provider:

e The power cable, extension cable, or plug is damaged.

e An object has fallen into the product.

e The product has been exposed to water.

e The product has been dropped or damaged.

e The product does not operate correctly when you follow the operating instructions.
Keep your system away from radiators and heat sources. Also, do not block cooling vents.

Do not spill food or liquids on your system components, and never operate the product in a wet environment. If the system gets
wet, see the appropriate section in your troubleshooting guide or contact your trained service provider.

Do not push any objects into the openings of your system. Doing so can cause fire or electric shock by shorting out interior
components.

Use the product only with approved equipment.
Allow the product to cool before removing covers or touching internal components.

Operate the product only from the type of external power source indicated on the electrical ratings label. If you are not sure of the
type of power source required, consult your service provider or local power company.

To help avoid damaging your system, be sure the voltage on the power supply is set to match the power available at your location:

e 115 volts (V)/60 hertz (Hz) in most of North and South America and some Far Eastern countries such as South
Korea and Taiwan

e 100 V/50 Hz in eastern Japan and 100 V/60 Hz in western Japan
e 230 V/50 Hz in most of Europe, the Middle East, and the Far East
Also, be sure that attached devices are electrically rated to operate with the power available in your location.

Use only approved power cable(s). If you have not been provided with a power cable for your system or for any AC-powered
option intended for your system, purchase a power cable that is approved for use in your country. The power cable must be
rated for the product and for the voltage and current marked on the product's electrical ratings label. The voltage and current
rating of the cable should be greater than the ratings marked on the product.

To help prevent electric shock, plug the system and peripheral power cables into properly grounded electrical outlets. These cables
are equipped with three-prong plugs to help ensure proper grounding. Do not use adapter plugs or remove the grounding
prong from a cable. If you must use an extension cable, use a 3-wire cable with properly grounded plugs.

Observe extension cable and power strip ratings. Make sure that the total ampere rating of all products plugged into the extension
cable or power strip does not exceed 80 percent of the ampere ratings limit for the extension cable or power strip.

To help protect your system from sudden, transient increases and decreases in electrical power, use a surge suppressor, line
conditioner, or uninterruptible power supply (UPS).
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Position system cables and power cables carefully; route cables so that they cannot be stepped on or tripped over. Be sure that
nothing rests on any cables.

Do not modify power cables or plugs. Consult a licensed electrician or your power company for site modifications. Always follow
your local/national wiring rules.

When connecting or disconnecting power to hot-pluggable power supplies, if offered with your system, observe the following
guidelines:

o Install the power supply before connecting the power cable to the power supply.
e Unplug the power cable before removing the power supply.

o If the system has multiple sources of power, disconnect power from the system by unplugging all power cables
from the power supplies.

Move products with care; ensure that all casters and/or stabilizers are firmly connected to the system. Avoid sudden stops and
uneven surfaces.

General Precautions for Rack-Mountable Products

Observe the following precautions for rack stability and safety. Also, refer to the rack installation documentation accompanying
the system and the rack for specific caution statements and procedures.

e  Systems are considered to be components in a rack. Thus, "component” refers to any system as well as to various
peripherals or supporting hardware.

e  Before working on the rack, make sure that the stabilizers are secured to the rack, extended to the floor, and that
the full weight of the rack rests on the floor. Install front and side stabilizers on a single rack or front stabilizers
for joined multiple racks before working on the rack.

e  Always load the rack from the bottom up, and load the heaviest item in the rack first.
e  Make sure that the rack is level and stable before extending a component from the rack.

e  Use caution when pressing the component rail release latches and sliding a component into or out of a rack; the
slide rails can pinch your fingers.

e  After a component is inserted into the rack, carefully extend the rail into a locking position, and then slide the
component into the rack.

e Do not overload the AC supply branch circuit that provides power to the rack. The total rack load should not
exceed 80 percent of the branch circuit rating.

e  Ensure that proper airflow is provided to components in the rack.

e Do not step on or stand on any component when servicing other components in a rack.

NOTE: A qualified electrician must perform all connections to DC power and to safety
grounds. All electrical wiring must comply with applicable local, regional or national codes
and practices.

CAUTION: Never defeat the ground conductor or operate the equipment in the absence of a
suitably installed ground conductor. Contact the appropriate electrical inspection authority or
an electrician if you are uncertain that suitable grounding is available.
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CAUTION: The system chassis must be positively grounded to the rack cabinet frame. Do
not attempt to connect power to the system until grounding cables are connected. A
qualified electrical inspector must inspect completed power and safety ground wiring. An
energy hazard will exist if the safety ground cable is omitted or disconnected.

CAUTION: Do not replace the battery with an incorrect type. The risk of explosion exists if
the replacement battery is not the correct lithium battery type. Dispose of used batteries
according to the instructions.

Protecting Against Electrostatic Discharge

Static electricity can harm delicate components inside your system. To prevent static damage, discharge static electricity from
your body before you touch any of the electronic components, such as the microprocessor. You can do so by periodically touching
an unpainted metal surface on the chassis.

You can also take the following steps to prevent damage from electrostatic discharge (ESD):

1.  When unpacking a static-sensitive component from its shipping carton, do not remove the component from the antistatic
packing material until you are ready to install the component in your system. Just before unwrapping the antistatic
packaging, be sure to discharge static electricity from your body.

2. When transporting a sensitive component, first place it in an antistatic container or packaging.

3. Handle all sensitive components in a static-safe area. If possible, use antistatic floor pads, workbench pads and an
antistatic grounding strap.
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Section 1

Web-based Switch Configuration

Introduction

Login to Web manager

Web-Based User Interface

Web Pages

Introduction

All software functions of the Switch can be managed, configured and monitored via the embedded web-based (HTML) interface.
The Switch can be managed from remote stations anywhere on the network through a standard browser such as Firefox or
Microsoft Internet Explorer. The browser acts as a universal access tool and can communicate directly with the Switch using the

HTTP protocol.

The Web-based management module and the Console program (and Telnet) are different ways to access the same internal
switching software and configure it. Thus, all settings encountered in web-based management are the same as those found in the

console program.

Login to Web Manager

To begin managing the Switch, simply run the browser you have installed on your computer and point it to the IP address you
have defined for the device. The URL in the address bar should read something like: http://123.123.123.123, where the numbers

123 represent the IP address of the Switch.

NOTE: The Factory default IP address for the Switch is 10.90.90.90.

This opens the management module's user authentication window, as seen below.

Connect to 10.90.90.90

User name:

L

I ﬁ admin
|,.

Remember my password

Passwiord;

[ Ok l [ Zancel

Leave both the User Name field and the Password field blank and click OK. This will open the Web-based user interface. The

Figure 1- 1. Enter Network Password window

Switch management features available in the web-based manager are explained below.



Web-based User Interface

The user interface provides access to various Switch configuration and management windows, allows you to view performance
statistics, and permits you to graphically monitor the system status.

Areas of the User Interface

The figure below shows the user interface. The user interface is divided into three distinct areas as described in the table.
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Figure 1- 2. Main Web Manager window

Area Function

Area 1 Select the folder or window to be displayed. The folder icons can be opened to display the hyper-
linked window buttons and subfolders contained within them. Click the D-Link logo to go to the
D-Link Website.

Area 2 Presents a graphical near real-time image of the front panel of the Switch. This area displays the
Switch's ports and expansion modules, showing port activity, duplex mode, or flow control,
depending on the specified mode.

Various areas of the graphic can be selected for performing management functions, including port
configuration.

Area 3 Presents switch information based on your selection and the entry of configuration data.




NOTICE: Any changes made to the Switch configuration during the current
(‘ session must be saved in the Save Changes window (explained below) or
use the command line interface (CLI) command save.

Web Pages

When you connect to the management mode of the Switch with a Web browser, a login window is displayed. Enter a user name
and password to access the Switch's management mode.

Below is a list and description of the main folders and windows available in the Web interface:

Administration — Contains the following folders and windows: IP Address, IP MTU Settings, Stacking, Port Configuration, User
Accounts, Password Encryption, Mirror, System Log, System Severity Settings, Command Logging Settings, SNTP Settings,
MAC Notification Settings, TFTP Services, File System Services, RCP, Ping Test, IPv6 Neighbor, DHCP Auto Configuration
Settings, DHCP/BOOTP Relay, DHCP/BOOTP Local Relay Settings, DHCPv6 Relay, Layer 2 Protocol Tunneling Settings,
RSPAN, SNMP Manager, Trap Source Interface Settings, sFlow, and Single IP Management Settings.

L2 Features — Contains the following folders and windows: VLAN, Trunking, IGMP Snooping, MLD Snooping, Loopback
Detection Global Settings, Spanning Tree, Forwarding & Filtering, LLDP, Q-in-Q, ERPS, DULD Settings, and NLB Multicast
FDB Settings.

L3 Features — Contains the following folders and windows: Interface Settings, MD5 Key Settings, Route Redistribution Settings,
Multicast Static Route Settings, Static/Default Route Settings, Route Preference Settings, Static ARP Settings, Gratuitous ARP
Settings, Policy Route Settings, ECMP Algorithm Settings, IP Tunnel Settings, RIP, OSPF, DHCP Server, Filter DHCP Server,
DNS Relay, DNS Resolver, VRRP, IP Multicast Routing Protocol, BGP, and IP Route Filter.

QoS - Contains the following folders and windows: 802.1p Settings, Bandwidth Control, HOL Prevention Settings, and Schedule
Settings.

ACL - Contains the following folders and windows: Time Range, Access Profile Table, ACL Flow Meter, and CPU Interface
Filtering.

Security — Contains the following folders and windows: Authorization Attributes State Settings, Traffic Control, Port Security,
IP-MAC-Port Binding, 802.1X, Web-based Access Control (WAC), Trust Host, BPDU Attack Protection Settings, ARP Spoofing
Prevention Settings, Access Authentication Control, MAC-based Access Control, Safeguard Engine, Traffic Segmentation, SSL,
SSH, Compound Authentication, and Japanese Web-based Access Control (JWAC).

Monitoring — Contains the following folders and windows: Device Status, Stacking Information, Stacking Device, Module
Information, DRAM & Flash Utilization, CPU Utilization, Port Utilization, Packets, Errors, Packet Size, Browse Router Port,
Browse MLD Router Port, VLAN Status, VLAN Status Port, Port Access Control, MAC Address Table, IGMP Snooping Group,
MLD Snooping Group, Trace Route, IGMP Snooping Forwarding, MLD Snooping Forwarding, IP Forwarding Table, Routing
Table, Browse IP Multicast Forwarding Table, Browse IP Multicast Interface Table, Browse IGMP Group Table, DVMRP
Monitor, PIM Monitor, OSPF Monitor, Switch Logs, Browse ARP Table, Session Table, and MAC-based Access Control
Authentication Status.

Reset, Reboot System and Logout links are displayed in the main directory.

Save Services — Contains the following folders and windows: Save Changes and Current Configuration Settings.

NOTE: Be sure to configure the user name and password in the User
Accounts window before connecting the Switch to the greater network.



Section 2

Administration

Device Information (DGS-3600 Web Management Tool)
IP Address

IP MTU Settings

Stacking

Port Configuration

User Accounts

Password Encryption

Mirror

System Log

System Severity Settings
Command Logging Settings

SNTP Settings

MAC Notification Settings

TFTP Services

File System Services

Ping Test

IPv6 Neighbor

DHCP Auto Configuration Settings
DHCP/BOOTP Relay

DHCP/BOOTP Local Relay Settings
DHCPV6 Relay

Layer 2 Protocol Tunneling Settings
RSPAN

SNMP Manager

Trap Source Interface Settings
sFlow

Single IP Management Settings
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This window contains the main settings for all major
functions of the Switch and appears automatically when
you log on. To return to the Device Information
window, click the DGS-3600 Web Management Tool
folder. The Device Information window shows the
Switch’s MAC Address (assigned by the factory and
unchangeable), the Boot PROM, Firmware Version,
Hardware Version and Serial Number. This information
is helpful to keep track of PROM and firmware updates
and to obtain the Switch's MAC address for entry into
another network device's address table, if necessary.
The user may also enter a System Name, System
Location and System Contact to aid in defining the
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Figure 2- 1. Device Information window
The configurable fields are described below:
Parameter Description
System Name Enter a system name for the Switch, if so desired. This name will identify it in the Switch
network.
System Location Enter the location of the Switch, if so desired.




System Contact

Enter a contact name for the Switch, if so desired.

Spanning Tree

To configure Spanning Tree Protocol (STP compatible, MSTP, or RSTP) on the Switch, use
the STP Bridge Global Settings window (L2 Features > Spanning Tree > STP Bridge
Global Settings) or click Detail Settings.

MAC Notification

To monitor MAC addresses learned and entered into the forwarding database, enable MAC
notification by using the MAC Notification Global Settings window (Administration > MAC
Notification Global Settings) or click Detail Settings.

Port Mirror To configure port mirroring on the Switch, use the Port Mirror Global Settings window
(Administration > Mirror > Port Mirror Global Settings) or click Detail Settings.

SNTP To configure time settings, use the Time Settings - Current Time window (Administration >
SNTP Settings > Time Settings) or click Detail Settings.

DHCP Relay To configure DHCP/BOOTP relay, use the DHCP/BOOTP Relay Global Settings window
(Administration > DHCP/BOOTP Relay > DHCP/BOOTP Relay Global Settings) or click
Detail Settings.

DNSR Status To configure DNS Relay, use the DNS Relay Global Settings window (L3 Features > DNS
Relay > DNS Relay Global Settings) or click Detail Settings.

VRRP To configure VRRP, use the VRRP Global Settings window (L3 Features > VRRP > VRRP
Global Settings) or click Detail Settings.

Single IP To configure Single IP Management, use the SIM Settings window (Administration > Single

Management IP Management Settings > SIM Settings) or click Detail Settings.

Serial Port Auto
Logout

Select the logout time used for the console interface. This automatically logs the user out after
an idle period of time, as defined. Choose from the following options: 2 Minutes, 5 Minutes, 10
Minutes, 15 Minutes or Never. The default setting is 10 minutes.

Serial Port Baud
Rate

This field specifies the baud rate for the serial port on the Switch. There are four possible
baud rates to choose from, 9600, 19200, 38400 and 115200. For a connection to the Switch
using the CLI interface, the baud rate must be set to 115200, which is the default setting.

MAC Address
Aging Time (10-
1000000)

This field specifies the length of time a learned MAC Address will remain in the forwarding
table without being accessed (that is, how long a learned MAC Address is allowed to remain
idle). To change this, type in a different value representing the MAC address age-out time in
seconds. The MAC Address Aging Time can be set to any value between 10 and 1,000,000
seconds. The default setting is 300 seconds.

IGMP Snooping

To enable system-wide IGMP Snooping capability, select Enabled. IGMP snooping is
Disabled by default. To configure IGMP Snooping for individual VLANs, use the IGMP
Snooping Settings window (L2 Features > IGMP Snooping > IGMP Snooping Settings) or

click Detail Settings.

MLD Snooping

To enable system-wide MLD Snooping capability, select Enabled. MLD snooping is Disabled
by default. To configure MLD Snooping for individual VLANs, use the MLD Snooping
Settings window window (L2 Features > MLD Snooping > MLD Snooping Settings) or

click Detail Settings.

GVRP Status

Use this pull-down menu to enable or disable GVRP on the Switch.

Telnet Status

Telnet configuration is Enabled by default. If users do not want to allow configuration of the
system through Telnet, choose Disabled.

Telnet TCP Port
Number (1-65535)

The TCP port number. TCP ports are numbered between 1 and 65535. The “well-known” TCP
port for the Telnet protocol is 23.

Web Status Web-based management is Enabled by default. If users choose to disable this by selecting
Disabled, they will lose the ability to configure the system through the Web interface as soon
as these settings are applied.

Web TCP Port The Web (GUI) port number. TCP ports are numbered between 1 and 65535. The “well-

Number (1-65535)

known” TCP port for the Web protocol is 80.




SNMP Status

Use this pull-down menu to enable or disable Simple Network Management Protocol (SNMP)
on the Switch.

RMON Status

Remote monitoring (RMON) of the Switch is Enabled or Disabled here.

Link Aggregation
Algorithm

The algorithm that the Switch uses to balance the load across the ports that make up the port
trunk group is defined by this definition. Choose MAC Source, MAC Destination, MAC Src &
Dest, IP Source, IP Destination or IP Src & Dest (See the Link Aggregation section of this
manual).

Switch 802.1X

MAC Address may enable by port or the Switch’s 802.1X function; the default is Disabled.
This field must be enabled to view and configure certain windows for 802.1X.

Port-Based 802.1X specifies that ports configured for 802.1X are initialized based on the port
number only and are subject to any authorization parameters configured.

MAC-based Authorization specifies that ports configured for 802.1X are initialized based on
the port number and the MAC address of the computer being authorized and are then subject
to any authorization parameters configured.

Auth Protocol

The 802.1X authentication protocol on the Switch is set to RADIUS EAP and can be
configured to Local.

802.1X Authen
Network RADIUS

Enables or disables 802.1X Authentication Network RADIUS. The default is Enabled.

Forward EAPOL
PDU

Enables or disables Forward EAPOL PDU. The default is Disabled.

HOL Prevention

If this option is enabled it prevents the forwarding of data to a port that is blocked. Traffic that
would normally be sent to the buffer memory of the Switch’'s TX queue is dropped so that
memory usage is conserved and performance across all ports remains high.

Jumbo Frame

This field will enable or disable the Jumbo Frame function on the Switch. The default is
Disabled. When enabled, jumbo frames (frames larger than the Ethernet frame size of 1536
bytes) of up to 9216 bytes (tagged) can be transmitted by the Switch.

Syslog State

Enables or disables Syslog State. The default is Disabled.

Broadcast Ping
Reply State

Enables or disables the Broadcast Ping Reply State. The default is Enabled.

ARP Aging Time (0-
65535)

The user may globally set the maximum amount of time, in minutes, that an Address
Resolution Protocol (ARP) entry can remain in the Switch’s ARP table, without being
accessed, before it is dropped from the table. The value may be set in the range of 0 to 65535
minutes with a default setting of 20 minutes.

DVMRP State

The user may globally enable or disable the Distance Vector Multicast Routing Protocol
(DVMRP) function by using the DVMRP Global Settings window (L3 Features > IP
Multicast Routing Protocol > DVMRP Global Settings or click Detail Settings).

PIM State The user may globally enable or disable the Protocol Independent Multicast - Dense Mode
(PIM-DM) function by using the PIM Global Settings window (L3 Features > IP Multicast
Routing Protocol > PIM > PIM Global Settings or click Detail Settings).

BGP State The user may configure Border Gateway Protocol (BGP) by using the BGP State Settings
window (L3 Features > BGP > BGP Global Settings or click Detail Settings).

OSPF State The user may globally enable or disable the Open Shortest Path First (OSPF) function by
using the OSPF Global Settings window (L3 Features > OSPF > OSPF Global Settings or
click Detail Settings).

OSPFv3 State The user may globally enable or disable the Open Shortest Path First (OSPF) version 3

function by using the OSPFv3 Global Settings window (L3 Features > OSPF > OSPFv3 >
OSPFv3 Global Settings or click Detail Settings).

DNS Resolver State

The user may globally enable or disable the Domain Name Server Resolver function by using
the DNS Resolver Global Settings window (L3 Features > DNS Resolver > DNS Resolver
Global Settings or click Detail Settings).
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RIP State The user may globally enable or disable the Routing Information Protocol (RIP) function by

using the RIP Global Settings window (L3 Features > RIP > RIP Global Settings or click
Detail Settings).

RIPng State The user may globally configure RIPng by using the RIPng Global Settings window (L3

Features > RIP > RIPng > RIPng Global Settings or click Detail Settings).

Click Apply to implement changes made.
IP Address

The IP Address may initially be set using the console interface prior to connecting to it through the Ethernet. If the Switch IP
address has not yet been changed, read the introduction of the DGS-3600 Series CLI Refence Guide or return to Section 4 of this
manual for more information.

To configure the Switch's IP address:

To view the Switch's current IP settings, click Administration > IP Address, as shown below:

IP Address
Get IP From banual

10.80.80.90
Subnet Mask 28R.0.0.0
Default Gateway
VLAN Name ¥

IPv6 Address Settings
Linlc-Local Address
Global Unicast Address

Figure 2- 2. IP Address window

To manually assign the Switch's IP address, subnet mask, and default gateway address:

1.
2.
3.

Select Manual from the Get IP From drop-down menu.
Enter the appropriate IP Address and Subnet Mask.

If you will manage the Switch from the subnet on which it is installed, you can leave the default address (0.0.0.0) in this
field.

If no VLANS have been previously configured on the Switch, you can use the default VLAN Name. The default VLAN
contains all of the Switch ports as members. If VLANS have been previously configured on the Switch, you will need to
enter the VLAN Name of the VLAN that contains the port connected to the management station that will access the
Switch. The Switch will allow management access from stations with the same VID listed here.

NOTE: The Switch's factory default IP address is 10.90.90.90 with a
subnet mask of 255.0.0.0 and a default gateway of 0.0.0.0.

N
=

To use the BOOTP or DHCP protocols to assign the Switch an IP address, subnet mask, and default gateway address:

Use the Get IP From pull-down menu to choose from BOOTP or DHCP. This selects how the Switch will be assigned an IP

address.

The IP Address Setting options are:

o




Parameter

Description

BOOTP

The Switch will send out a BOOTP broadcast request when it is powered up. The BOOTP protocol
allows IP addresses, network masks, and default gateways to be assigned by a central BOOTP
server. If this option is set, the Switch will first look for a BOOTP server to provide it with this
information before using the default or previously entered settings.

DHCP

The Switch will send out a DHCP broadcast request when it is powered up. The DHCP protocol
allows IP addresses, network masks, and default gateways to be assigned by a DHCP server. If
this option is set, the Switch will first look for a DHCP server to provide it with this information
before using the default or previously entered settings.

Manual

Allows the entry of an IP address, Subnet Mask, and a Default Gateway for the Switch. These
fields should be in the form xxx.xxx.xxx.xxx, where each xxx is a number (represented in decimal
form) between 0 and 255. This address should be a unique address on the network assigned for
use by the network administrator.

IP Address

Enter an IP address. These fields should be in the form xxx.xxx.xxx.xxx, where each xxx is a
number (represented in decimal form) between 0 and 255.

Subnet Mask

A Bitmask that determines the extent of the subnet that the Switch is on. Should be of the form
XXX.XXX.XXX. XXX, Where each xxx is a number (represented in decimal) between 0 and 255. The
value should be 255.0.0.0 for a Class A network, 255.255.0.0 for a Class B network, and
255.255.255.0 for a Class C network, but custom subnet masks are allowed.

Default
Gateway

IP address that determines where packets with a destination address outside the current subnet
should be sent. This is usually the address of a router or a host acting as an IP gateway. If your
network is not part of an intranet, or you do not want the Switch to be accessible outside your local
network, you can leave this field unchanged.

VLAN Name

This allows the entry of a VLAN Name from which a management station will be allowed to manage
the Switch using TCP/IP (in-band via Web manager or Telnet). Management stations that are on
VLANSs other than the one entered here will not be able to manage the Switch in-band unless their
IP addresses are entered in the Security IP window (Security > Trust Host). If VLANs have not
yet been configured for the Switch, the default VLAN contains all of the Switch's ports. There are
no entries in the Security IP Management table, by default, so any management station that can
connect to the Switch can access the Switch untii a management VLAN is specified or
Management Station IP Addresses are assigned.

Link-Local
Address

This read-only field displays the current link-local address, if applicable.

Global Unicast

Address

This read-only field displays the current global unicast address, if applicable.

Click Apply to implement changes made.




Setting the Switch's IP Address using the Console Interface

Each Switch must be assigned its own IP Address, which is used for communication with an SNMP network manager or other
TCP/IP application (for example BOOTP, TFTP). The Switch's default IP address is 10.90.90.90. You can change the default
Switch IP address to meet the specification of your networking address scheme.

The IP address for the Switch must be set before it can be managed with the Web-based manager. The Switch IP address can be
automatically set using BOOTP or DHCP protocols, in which case the actual address assigned to the Switch must be known. The
IP address may be set using the Command Line Interface (CLI) over the console serial port as follows:

. Starting at the command line prompt, enter the commands config ipif System ipaddress XXX.XXX.XXX.XXX/
YYY.yYY.yyy.yyy. Where the x's represent the IP address to be assigned to the IP interface named System and the y's
represent the corresponding subnet mask.

. Alternatively, you can enter config ipif System ipaddress xxx.xxx.xxx.xxx/z. Where the x's represent the IP address
to be assigned to the IP interface named System and the z represents the corresponding number of subnets in CIDR
notation.

The IP interface named System on the Switch can be assigned an IP address and subnet mask, which can then be used to connect a
management station to the Switch's Telnet or Web-based management agent.

The system message Success indicates that the command was executed successfully. The Switch can now be configured and
managed via Telnet and the CLI or via the Web-based management agent using the above IP address to connect to the Switch.

IP MTU Settings

The IP MTU Settings window is used to configure the IP layer MTU settings on the Switch. The MTU is the largest size of IP
datagram which may be transferred using a specific data link connection. The MTU value is a design parameter of a LAN and is a
mutually agreed value (i.e. both ends of a link agree to use the same specific value) for most WAN links. The size of MTU may
vary greatly between different links. Instead of making routers fragment packets, an end system could try to find out the largest IP
packet that may be sent to a specific destination.

When one IP host wants to transmit an IP datagram, it is usually preferable that the datagrams be of the largest size that does not
require fragmentation anywhere along the path from the source to the destination. The path MTU is equal to the minimum MTUs
of each hop in the path.

Path MTU discovery is intended to dynamically discover the PMTU of a path. Basically a source host initially assumes that the
PMTU of a path is the (known) MTU of its first hop, and sends all datagrams on that path with the DF bit set. If any of the
datagrams are too large to be forwarded without fragmentation by some router along the path, that router will discard them and
return ICMP Destination Unreachable messages with a code meaning "fragmentation needed and DF set". Upon receipt of such a
message (we can call this message "Datagram Too Big" message), the source host reduces it’s assumed PMTU for the path. The
PMTU discovery process ends when the host's estimate of the PMTU is low enough that its datagrams can be delivered without
fragmentation or the host may elect to end the discovery process by ceasing to set the DF bit in the datagram headers.

To configure the Switch's current IP MTU settings, click Administration > IP MTU Settings, as shown below:

IP MTU Settings

TP Interface WName
IP MTU (512-1712)

IP MTU Table

IP Interface Name IF LTU

=ystem 1500

Figure 2- 3. IP MTU Settings window

The following fields can be configured:



Parameter Description

IP Interface Specifies the name of the IP Interface to be used.

Name

IP MTU (512- The user can configure each interface’s IP MTU. If the user does not designate an MTU value
1712) when creating an interface, the default value of 1500 will be used.

Stacking

From firmware release v2.00 of this Switch, the xStack® DGS-3600 Series now supports switch stacking, where a set of twelve
switches can be combined to be managed by one IP address through Telnet, the GUI interface (web), the console port or through
SNMP. Each switch of this series has two stacking slots located at the rear of the device, which can be used to add 10-gigabit
DEM-410CX or DEM-410X stacking modules, sold separately. After adding these stacking ports, the user may connect these
ports together using copper or fiber stacking cables (also sold separately) in one of two possible topologies.

Duplex Chain — As shown in Figure 6-2, The Duplex Chain topology stacks switches together in a chain-link format. Using this
method, data transfer is only possible in one direction and if there is a break in the chain, then data transfer will obviously be
affected.

Duplex Ring — As shown in Figure 6-3, the Duplex Ring stacks switches in a ring or circle format where data can be transferred
in two directions. This topology is very resilient due to the fact that if there is a break in the ring, data can still be transferred
through the stacking cables between switches in the stack.

N pPdd = O

DGS-36xx

DGS-36xx Switches
Switches . T

- 10-Gigabit Stacking Cables
‘/10-{G)iga\%it Stacking Cables il
> % e P o 9 . (]
[Eoedee o =) |
Figure 2- 4. Switches stacked in a Duplex Chain Figure 2- 5. Switches stacked in a Duplex Ring

Within each of these topologies, each switch plays a role in the Switch stack. These roles can be set by the user per individual
Switch, or if desired, can be automatically determined by the Switch stack. Three possible roles exist when stacking with the
xStack® DGS-3600 Series.

NOTE: Only ports 26 and 27 of the DGS-3627 support stacking. Port
25 cannot be used for stacking, and is to be used only as a 10-
Gigabit uplink port.

Primary Master — The Primary Master is the leader of the stack. It will maintain normal operations, monitor operations and the
running topology of the Stack. This switch will also assign Stack Unit IDs, synchronize configurations and transmit commands to
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remaining switches in the switch stack. The Primary Master can be manually set by assigning this Switch the highest priority (a
lower number denotes a higher priority) before physically assembling the stack, or it can be determined automatically by the stack
through an election process which determines the lowest MAC address and then will assign that switch as the Primary Master, if
all priorities are the same. The Primary master are physically displayed by the seven segment LED to the far right on the front
panel of the switch where this LED will flash between its given Box ID and “‘H’.

Backup Master — The Backup Master is the backup to the Primary Master, and will take over the functions of the Primary Master
if the Primary Master fails or is removed from the Stack. It also monitors the status of neighboring switches in the stack, will
perform commands assigned to it by the Primary Master and will monitor the running status of the Primary Master. The Backup
Master can be set by the user by assigning this Switch the second highest priority before physically assembling the stack, or it can
be determined automatically by the stack through an election process which determines the second lowest MAC address and then
will assign that switch as the Backup Master, if all priorities are the same.

Slave — Slave switches constitute the rest of the switch stack and although not Primary or Backup Masters, they can be placed into
these roles when these other two roles fail or are removed from the stack. Slave switches perform operations requested by the
master, monitor the status of neighbor switches in the stack and the stack topology and adhere to the Backup Master’s commands
once it becomes a Primary Master. Slave switches will do a self-check to determine if it is to become the Backup Master if the
Backup Master is promoted to the Primary Master, or if the Backup Master fails or is removed from the switch stack. If both
Primary and Backup masters fail, or are removed from the Switch stack, it will determine if it is to become the Primary Master.
These roles will be determined, first by priority and if the priority is the same, the lowest MAC address.

Once switches have been assembled in the topology desired by the user and powered on, the stack will undergo three processes
until it reaches a functioning state.

Initialization State — This is the first state of the stack, where the runtime codes are set and initialized and the system conducts a
peripheral diagnosis to determine each individual switch is functioning properly.

Master Election State — Once the codes are loaded and initialized, the stack will undergo the Master Election State where it will
discover the type of topology used, elect a Primary Master and then a Backup Master.

Synchronization State — Once the Primary Master and the Backup Master have been established, the Primary Master will assign
Stacking Unit IDs to switches in the stack, synchronize configurations for all switches and then transmit commands to the rest of
the switches based on the user configurations of the Primary Master.

Once these steps have been completed, the switch stack will enter a normal operating mode.

Stack Switch Swapping

The stacking feature of the xStack® DGS-3600 supports “hot swapping” of switches in and out of the running stack. Users may
remove or add switches to the stack without powering down or largely affecting the transfer of data between switches in the stack,
with a few minor provisions.

When switches are “hot inserted” into the running stack, the new switch may take on the Backup Master or Slave role, depending
on configurations set on the newly added switch, such as configured priority or MAC address. The new device will not be the
Primary Master, if adding one switch at a time to the Stack. Yet, if adding two stacks together that have both previously
undergone the election process, and therefore both have a Primary Master and a Backup master, a new Primary Master will be
elected from one of the already existing Primary Masters, based on priority or MAC address. This Primary Master will take over
all of the Primary Master’s roles for all new switches that were hot inserted. This process is done using discovery packets that
circulate through the switch stack every 1.5 seconds until the discovery process has been completed.

The “hot remove” action means removing a device from the stack while the stack is still running. The hot removal is detected by
the stack when it fails to receive heartbeat packets during its specified interval from a device, or when one of the stacking ports
links is down. Once the device has been removed, the remaining switches will update their stacking topology database to reflect
the change. Any one of the three roles, Primary Master, Backup Master or Slave, may be removed from the stack, yet different
processes occur for each specific device removal.

If a Slave device has been removed, the Primary Master will inform other switches of the hot remove of this device through the
use of unit leave messages. Switches in the stack will clear the configurations of the unit removed, and dynamically learned
databases, such as ARP, will be cleared as well.

If the Backup Master has been hot removed, a new Backup Master will be chosen through the election process previously
described. Switches in the stack will clear the configurations of the unit removed, and dynamically learned databases, such as
ARP, will be cleared as well. Then the Backup Master will begin backing up the Primary Master when the database
synchronization has been completed by the stack.

If the Primary Master is removed, the Backup Master will assume the Primary Master’s role and a new Backup Master will be
chosen using the election process. Switches in the stack will clear the configurations of the unit removed, and dynamically learned
databases, such as ARP, will be cleared as well. The new Primary Master will inherit the MAC and IP address of the previous
Primary Master to avoid conflict within the stack and the network itself.
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If both the Primary Master and the Backup Master are removed, the election process is immediately processed and a new Primary
Master and Backup Master are determined. Switches in the stack will clear the configurations of the units removed, and
dynamically learned databases, such as ARP, will be cleared as well. Static switch configurations still remain in the database of
the remaining switches in the stack and those functions will not be affected.

NOTE: If there is a Box ID conflict when the stack is in the discovery phase, the device
will enter a special standalone topology mode. Users can only get device information,
configure Box IDs, save and reboot. All stacking ports will be disabled and an error
message will be produced on the local console port of each device in the stack. Users
must reconfigure Box IDs and reboot the stack.

g
f”’

Mode Settings

To begin the stacking process, users must first enable this device for stacking by using the following window.

To view this window, click Administration > Stacking > Mode Settings, as shown below:

Stacking Mode Settings
stacking State Enabled w

Figure 2- 6. Stacking Mode Settings window

Force Master Role Settings

This window is used to ensure the master role is unchanged when adding a new device to the current stacking topology. Select
Enabled from the drop-down menu, and the master’s priority will become zero after the stacking has stabilized.

To view this window, click Administration > Stacking > Force Master Role Settings, as shown below:

Force Master Role Settings
Force Master Role State Enahled +

Figure 2- 7. Force Master Role Settings window

Information configured in this window is found in the Monitoring folder under Stacking Information.

Box Information

This window is used to configure stacking parameters associated with all switches in the xStack® DGS-3600 Series. The user may
configure parameters such as box ID, box priority and pre-assigning model names to switches to be entered into the switch stack.

To view this window click, Administration > Stacking > Box Information, as shown below:

Box Information

Cwrrent Box ID

Figure 2- 8. Box Information window

Parameter Description

Current Box ID The Box ID of the switch in the stack to be configured.
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New Box ID The new box ID of the selected switch in the stack that was selected in the Current Box ID field.
The user may choose any number between 1 and 12 to identify the switch in the switch stack.
Auto will automatically assign a box number to the switch in the switch stack.

Priority Displays the priority ID of the Switch. The range is 1 to 63. The lower the number, the higher the
priority. The box (switch) with the lowest priority number in the stack is the Primary Master
switch. The Primary Master switch will be used to configure applications of the switch stack.

Information configured in this window is found in the Monitoring folder under Stack Information.

NOTE: Configured box priority settings will not be implemented until users
physically save it using the Web GUI or the CLI.

IP Interface Setup
Each VLAN must be configured prior to setting up the VLAN’s corresponding IP interface.

An example is presented below:

VLAN Name VID Switch Ports

System (default) 1 5,6,7,8,21,22,23,24
Engineer 2 9,10,11,12

Marketing 3 13, 14, 15, 16

Finance 4 17,18, 19, 20

Sales 5 1,2,3,4

Backbone 6 25, 26

Table 2- 1. VLAN Example - Assigned Ports

In this case, six IP interfaces are required, so a CIDR notation of 10.32.0.0/11 (or a 11-bit) addressing scheme will work. This
addressing scheme will give a subnet mask of 11111111.11100000.00000000.00000000 (binary) or 255.224.0.0 (decimal).

Using a 10.xxx.xxx.xxx IP address notation, the above example would give six network addresses and six subnets.

Any IP address from the allowed range of IP addresses for each subnet can be chosen as an IP address for an IP interface on the
switch.

For this example, we have chosen the next IP address above the network address for the IP interface’s IP Address:

VLAN Name VID Network Number IP Address
System (default) 1 10.32.0.0 10.32.0.1
Engineer 2 10.64.0.0 10.64.0.1
Marketing 3 10.96.0.0 10.96.0.1
Finance 4 10.128.0.0 10.128.0.1
Sales 5 10.160.0.0 10.160.0.1
Backbone 6 10.192.0.0 10.192.0.1

Table 2- 2. VLAN Example - Assigned IP Interfaces

The six IP interfaces, each with an IP address (listed in the table above), and a subnet mask of 255.224.0.0 can be entered into the
Setup IP Interface window.
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Port Configuration

This section contains information for configuring various attributes and properties for individual physical ports, including port
speed and flow control.

Port Configuration

To display the following window, click Administration > Port Configuration > Port Configuration, as shown below:
To configure switch ports:
1. Choose the port or sequential range of ports using the From and To port pull-down menus.

2. Use the remaining pull-down menus to configure the parameters described below:

-—m
Fort1 » Fort1 » Enahbled Disabled [#] Enahled | |Copper ¥
Auto v| 10 Half [J10Full [J100 Half []100Full [11000 Full [JRestart Auto
1 Enabled Auto Dhsabled 100 Full N one Enabled
2 Enabled Aute Disabled Link Down Enabled
3 Enabled Aute Drisabled Link Diown Enabled
4 Enabled Auto Dizabled Link Diown Enabled
O Enabled Auto Dhsabled Link Down Enabled
6 Enabled Auto Disabled Link Down Enabled
7 Enabled Aute Drisabled Link Diown Enabled
i Enabled Anuto Dizabled Link Diown Enabled
9 Enabled Auto Dizabled Link Diown Enabled
10 Enabled Auto Disabled Link Down Enabled
11 Enabled Aute Drisabled Link Diown Enabled
12 Enabled Ao Dizabled Link Diown Enabled
13 Enabled Auto Dizabled Link Diown Enabled
14 Enabled Auto Dhsabled Link Down Enabled
15 Enabled Aute Disabled Link Down Enabled
16 Enabled Auto Dizabled Link Diown Enabled
17 Enabled Auto Dizabled Link Diown Enabled
18 Enabled Auto Dhsabled Link Down Enabled
19 Enabled Aute Drisabled Link Down Enabled
20 Enabled Auto Disabled Link Diown Enabled
21 () Enabled At Dizabled Link Down Enabled
21 (F) Enabled Auto Disabled Link Diown Enabled
22 (1 Enabled Auto Dizabled Link Diown Enabled
22 (F) Enabled Ao Dizabled Link Diown Enabled
23 () Enabled Auto Dizabled Link Down Enabled
23 (F) Enabled Auto Dhsabled Link Down Enabled
24 Enabled Ao Dizabled Link Diown Enabled
24 (F) Enabled Ao Dizabled Link Diown Enabled
25 Enabled Ao Dizabled Link Diown Enabled

Figure 2- 9. Port Configuration window
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The following parameters can be configured:

Parameter Description

Unit Use the pull-down menu to select switch unit to configure.

From/To Use the pull-down menus to select the port or range of ports to be configured.

State Toggle this field to either enable or disable a given port or group of ports.

Flow Control Displays the flow control scheme used for the various port configurations. Ports configured for
full-duplex use 802.3x flow control, half-duplex ports use backpressure flow control, and Auto
ports use an automatic selection of the two. The default is Disabled.

Learning Enable or disable MAC address learning for the selected ports. When Enabled, source MAC
addresses are automatically listed in the forwarding table. When learning is Disabled, MAC
addresses must be manually entered into the forwarding table. This is sometimes done for
security or efficiency. See the section on Forwarding/Filtering for information on entering MAC
addresses into the forwarding table. The default setting is Enabled.

Medium Type This applies only to the Combo ports. If configuring the Combo ports this defines the type of
transport medium used. SFP ports should be set at Fiber and the Combo 1000BASE-T ports
should be set at Copper.

Speed/Duplex Toggle the Speed/Duplex field to either select the speed and duplex/half-duplex state of the port.

Auto denotes auto-negotiation between 10 and 100 Mbps devices, in full- or half-duplex. The
Auto setting allows the port to automatically determine the fastest settings the device the port is
connected to can handle, and then to use those settings. The other options are Auto, 10M/Half,
10M/Full, 100M/Half and 100M/Full, 1000M/Full_M and 1000M/Full_S. There is no automatic
adjustment of port settings with any option other than Auto.

The Switch allows the user to configure two types of gigabit connections; 1000M/Full_M and
1000M/Full_S. Gigabit connections only support full duplex connections and take on certain
characteristics that are different from the other choices listed.

The 1000M/Full_M (master) and 1000M/Full_S (slave) parameters refer to connections running
a 1000BASE-T cable for connection between the Switch port and other device capable of a
gigabit connection. The master setting (1000M/Full_M) will allow the port to advertise capabilities
related to duplex, speed and physical layer type. The master setting will also determine the
master and slave relationship between the two connected physical layers. This relationship is
necessary for establishing the timing control between the two physical layers. The timing control
is set on a master physical layer by a local source. The slave setting (1000M/Full_S) uses loop
timing, where the timing comes form a data stream received from the master. If one connection
is set for 1000M/Full_M, the other side of the connection must be set for 1000M/Full_S. Any
other configuration will result in a link down status for both ports.

Click Apply to implement the new settings on the Switch.

Port Error Disabled

The following window will display the information about ports that have had their connection status disabled, for reasons such as
STP loopback detection or link down status.

To view this window, click Administration > Port Configuration > Port Error Disabled, as shown below:

Port Error Disabled Table

Figure 2- 10. Port Error Disabled Table window

The following parameters are displayed:

Parameter

Description




Port Displays the port that has been error disabled.

State Describes the current running state of the port, whether enabled or disabled.

Connection This field will read the uplink status of the individual ports, whether enabled or disabled.

Reason Describes the reason why the port has been error-disabled, such as a STP loopback
occurrence.

Port Description

The Switch supports a port description feature where

the user may name various ports on the Switch. Use the [idsEaiey
From and To pull-down menu to choose a port or range i S I
of ports to describe, and then enter a description of the |1 <] [pen1 ~[Pont | Conper v
port(s). Click Apply to set the descriptions in the Port
Description Table. Port Description Table-Unit 1

Port [Description

The Medium Type applies only to the Combo ports. If
configuring the Combo ports this defines the type of
transport medium used. SFP ports should be nominated
Fiber and the Combo 1000BASE-T ports should be
nominated Copper. The result will be displayed in the
appropriate switch port number slot (C for copper ports
and F for fiber ports).

To assign  names to various ports, click
Administration > Port Configuration > Port
Description, as shown.

W oo -1 v Lh B Ld o =

o e = = = = = = = = =
S w0~ G h B W b e O

21(C)
21 (F)
22 (C)
22 (F)
23(C)
23 ()
24 (C)
24 (F)
25

Figure 2- 11. Port Description window
The following parameters are displayed:

Parameter Description

Unit Use the pull-down menu to select switch unit to configure.

From/To Use the pull-down menus to select the port or range of ports to be configured.

Medium Type The Medium Type applies only to the Combo ports. If configuring the Combo ports, this
defines the type of transport medium used. SFP ports should be nominated Fiber and the
Combo 1000BASE-T ports should be nominated Copper. The result will be displayed in the
appropriate switch port number slot (C for copper ports and F for fiber ports).

Description Enter a name for the specified port or ports on the Switch.
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Port Auto Negotiation Information

The Port Auto Negotiation Information window displays the current configurations of a range of ports. Use the drop-down menu
to select the unit you wish to view and the relevant port information will be displayed in the table below.

To view this window, click Administration > Port Configuration > Port Auto Negotiation Information, as shown below:

Unit

1w

Port Auto Negotiation Information Table-Unit 1
Capability Bits Capbility Advertised Bits  |Capbility Received Bits

1

10

11

12

13

14

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

100 _Half 100 Full 100 Half 103 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008_Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1000_Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 Half 100 Full 100 Half 108 _Full
,1001_Half, 10034_Full,1003_Half: 1008_Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100 _Half 100 Full 100 Half 108 Full
,1001_Half, 10034_Full,1003_Half: 1008 _Full
.10008_Full .10008_Full

100_Half 100 Full
,100M_Healf, 100M_Full

Figure 2- 12. Port Auto Negotiation Information window
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Port Details

This window is used to view detailed port information for individual ports on a particular unit. Use the drop-down menus to select
the specific port of the unit you wish to view and click Find.

To view this window, click Administration > Port Configuration > Port Details, as shown below:

nit 1w Po Part1

Port Details
ort
Port Status Link Tp

Description

o]

Hardware Type Cigabats Ethernet
MAC Address 00-19-5B-F5-37-BF
Bandwidth 100000E bit
Auto-Negotiation Enabled
Duplex Mode Full Duplex
Flow Control Disabled
Hormal
Address Learning Enabled
Loopback Mode Dizabkled
Last Clear of Counter 0 hours 1 tmins ago
BPDU Hardware Filtering Mode Dizabled
ueuing Strategy
TX Load 0100, Obitsisec, Opacletsisec
RX Load 0100, Obitsisec, Opacletsisec

“““‘i““““

()
<h

Broadcast
Multicast

CRC Errors
Dropped Packets

o O
-1 ]

Undersizes
Oversizes
Fragments
Jabber

TX Counter

Lo R S N

Excessive Deferrals
Late Collisions
Excess Collision
Single Collision
Collision

Lo R e T o B o N e

Figure 2- 13. Port Details window



Port Media Type

This window is used to display the port media type available on each unit. To view a particular switch in the stack use the drop-
down menu to select the unit.

To view this window, click Administration > Port Configuration > Port Media Type, as shown below:

Unit 1w

Port Type

1 1000Base-T
2 1000Base-T
3 1000Base-T
4 1000Base-T
5 1000Base-T
6 1000Base-T
7 1000Base-T
8 1000Base-T
9 1000Base-T
10 1000Base-T
11 1000Base-T
12 1000Base-T
13 1000Base-T
14 1000Base-T
15 1000Base-T
16 1000Base-T
17 1000Base-T
18 1000Base-T
19 1000Base-T
20 1000Base-T
21 1000Base-3
22 1000Base-3
23 1000Base-3
24 1000Base-3
25 10GEase-C34

Figure 2- 14. Port Media Type window



Cable Diagnostics

This window is used to control the cable diagnostics and determine where and what kind of errors have occurred on the cable.
This function is primarily used for administrators to view tests on copper cables.

To view this window, click Administration > Port Configuration > Cable Diagnostics, as shown below:

Cable Diagnostics

ot ot Jiype  Jomkcstame  JrestRomt oot Longinn

The cable diagnostics feature 15 designed primarily for admintstrators or customer service
representatives to verify and test copper cables; it can rapidly determine the quality of the cables
and the types of error.

Note:

1. If nothing 1z displayed in the Cable Length (M) column, the cable length 1z "Mt Available”. This
1z due to the FE port being unable to obtain cable length either because its inke partner 15 powered-
off, or the cables used are broken andior bad in quality.

2. The masarmum cable length 15 lrmted to 120 meters.

3 Dewtation 18 H-3 meters, therefore "o Cable" may be displayed under "Test Eeault " when the
cable used 1z less than 5 m n length.

4. The utility also measures cable fault and identifies the fault in length according to the distance
from this swatch.

Figure 2- 15. Cable Diagnostics window
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User Accounts

Use the User Account Management window to control user privileges. Any existing User Accounts will be displayed in the table
below.

To view this window, click Administration > User Accounts, as shown below:

User Accounts

Groe e

CTS Adrin Modify

Figure 2- 16. User Accounts window

To add a new user, click on the Add button. To modify or delete an existing user, click on the Modify button for that user.

User Account Add Table

User Name

New Password

Confirmn New Password

Apply

show Al Tser Account Entries

Figure 2- 17. User Account Add Table window

Add a new user by typing in a User Name, and New Password and retype the same password in the Confirm New Password field.
Choose the level of privilege (Admin, Operator or User) from the Access Right drop-down menu.

User Account Modify Table
ZTa

Old Password

Confirm New Password

Access Right

Sk

Z =]
ilE|s
1HH
THIL
=

Encrypt Password

[ Apply ] [ Delete

chow Al Tser Account Entries

Figure 2- 18. User Account Modify Table window

Modify or delete an existing user account in the User Account Modify Table window. To delete the user account, click on the
Delete button. To change the password, type in the New Password and retype it in the Confirm New Password entry field. The
level of privilege (Admin, Operator or User) can be viewed in the Access Right field. To encrypt this user account information,
tick the Encrypt checkbox, toggle between Plain Text and SHA_1, and enter the encryption password in the last field. Click Apply
to implement changes.



Password Encryption

This window is used to set the password encryption state.

To view this window, click Administration > Password Encryption, as shown below:

Password Encryption
Encryption State Cisahled + Applhy

Figure 2- 19. Password Encryption window

The following parameters can be configured:

Parameter

Description

Encryption State

Use the pull-down menu to enable or disable the password encryption. Select Enabled to
change the password into encrypted form. When password encryption is Disabled, the
password will be in plain text form. However, if the user specifies the password in encrypted
form, or if the password has been converted to encrypted form by the last enable password
encryption command in the CLI, the password will still be in encrypted form and cannot be
reverted back to plaintext form.

Click Apply to implement the changes.
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Mirror

This section contains information for mirroring port configurations, including Port Mirror Global Settings and Port Mirror
Settings.

Port Mirror Global Settings

This window is used to set the port mirror global state.

To view the Port Mirror Global Settings window, click Administration > Mirror > Port Mirror Global Settings, as shown

below:
Port Mirror Global Settings
Port Mirror Global State Enakled +

Figure 2- 20. Port Mirror Global Settings window

The following parameters can be configured:

Parameter Description
Porting Mirror Use the pull-down menu to enable or disable the port mirror status.
Global State

Click Apply to implement the changes.

Port Mirror Settings

The Switch allows you to copy frames transmitted and received on a port and redirect the copies to another port. You can attach a
monitoring device to the mirrored port, such as a sniffer or an RMON probe, to view details about the packets passing through the
first port. This is useful for network monitoring and troubleshooting purposes.

To view the Port Mirror Settings window, click Administration > Mirror > Port Mirror Settings, as shown below:

Add

Group ID (1-4) Find

iy Al

Total Entries: 0
Port Mirror Settings

Figure 2- 21. Port Mirror Settings window

Enter an ID in the Group ID (1-4) field and click Find to see all the entries that belong to the group in the lower half of the
window. Click View All to see all the entries. Click #%l to remove the corresponding entry.

To add a new mirror port, click the Add button, and the window below appears:
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Port Mirror Settings - Add
Group ID (1-4)

chow All Port Mirroer Entries

Apply

Figure 2- 22. Port Mirror Settings - Add window

To modify an existing mirror port, click the Modify button of the corresponding entry, and the window below appears:

Port Mirror Settings - Edit

Group ID (1-4) 1
Target Port | o
) Enabled
Source Ports Action None b
RX Source Ports | (eg:1,4-10)
TX Source Ports | (e.g:1,4-10)

Note(l): The "Source Port" and "Target Port'" should be different, or the setup will be invalid.

Note(2): The mirror target port should not be a non-master member port of aggregation.

Show All Port Muror Entries

Figure 2- 23. Port Mirror Settings - Edit window

The following parameters are displayed or can be configured:

Parameter Description
Group ID (1-4) Enter or display the group ID this entry belongs to.
Target Port Tick the check box and enter the port which received the copies from the source port.
State Use the pull-down menu to enable or disable the mirror group function.

Source Ports
Action

User the pull-down menu to add or delete the source port.

RX Source Ports

Only the received packets on the mirror group source ports will be mirrored to the mirror group
target port.

TX Source Ports

Only the sent packets on the mirror group source ports will be mirrored to the mirror group
target port.

Click the Show All Port Mirror Entries link to return to the Port Mirror Settings window. Click Apply to implement the changes.

N

5




NOTE: You cannot mirror a fast port onto a slower port. For example, if you try to mirror the
traffic from a 100 Mbps port onto a 10 Mbps port, this can cause throughput problems. The port
you are copying frames from should always support an equal or lower speed than the port to
which you are sending the copies. Also, the target port for the mirroring cannot be a member of
a trunk group. Please note a target port and a source port cannot be the same port.

NOTE: When the device with the source port has been removed from a stack, the configuration
will be disabled temporarily until another device has been installed in its place. If configurations
are saved to NVR RAM during this period the configuration will be removed forever.

Mirroring within the Switch Stack
Users may configure mirroring between switches in the switch stack but certain conditions and restrictions apply.

1. When mirroring is configured in the stack, the primary master and the backup master will save and synchronize these
mirroring configurations in their respective databases. Therefore, if the primary master is removed, the backup master
will still hold the mirroring configurations set.

2. If the device hot-removed from the stack holds the target port for the mirroring function, the primary master will disable
the mirroring function for the whole stack.

3. Stacking ports cannot be source ports or target mirror ports.
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System Log

The System log on the Switch can record event information in its own logs, to designated SNMP trap receiving stations, and to the
PC connected to the console manager. The System Log folder contains two main windows System Log Host and System Log

Save Mode Settings.

System Log Host

The Switch can send Syslog messages to up to four designated servers using the System Log Server.

To view this window, click Administration > System Log > System Log Host, as shown below:

A

System Log Host

Figure 2- 24. System Log Host window

The parameters configured for adding and editing System Log Server settings are the same. See the table below for a description.

System Log Server Settings - Add

Index (1-4) 1
R - - o
UDP Port (514 or 6000-65535) B14

show Al Svetemn Log Servers

Figure 2- 25. System Log Server Settings — Add window

To set the System Log Server configuration, click Apply. To delete an entry from the System Log Host window, click the
corresponding # under the Delete heading of the entry to delete. To return to the System Log Host window, click the Show Al

System Log Servers link.

The following parameters can be set:

‘ Parameter Description
Index (1-4) Syslog server settings index (1 to 4).
Server IP The IP address of the Syslog server.
Severity This drop-down menu allows you to select the level of messages that will be sent. The options
are Emergency, Alert, Critical, Error, Warning, Notice, Informational, Debug, All, and Level.




Facility Some of the operating system daemons and processes have been assigned Facility values.
Processes and daemons that have not been explicitly assigned a Facility may use any of the
"local use" facilities or they may use the "user-level" Facility. Those Facilities that have been
designated are shown in the following: Bold font indicates the facility values that the Switch is
currently employing.
Numerical Facility
Code
0 kernel messages
1 user-level messages
2 mail system
3 system daemons
4 security/authorization messages
5 messages generated internally by syslog line printer subsystem
6 network news subsystem
7 UUCP subsystem
8 clock daemon
9 security/authorization messages
10 FTP daemon
11 NTP subsystem
12 log audit
13 log alert
14 clock daemon
15 local use 0 (local0)
16 local use 1 (local1)
17 local use 2 (local2)
18 local use 3 (local3)
19 local use 4 (local4)
20 local use 5 (local5)
21 local use 6 (local6)
22 local use 7 (local7)
UDP Port (514 or | Type the UDP port number used for sending Syslog messages. The default is 514.
6000-65535)
Status Choose Enabled or Disabled to activate or deactivate.
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System Log Save Mode Settings

This window may be used to choose a method for which to save the switch log to the flash memory of the Switch.

To view this window, click Administration > System Log > System Log Save Mode Settings, as shown below:

System Log Save Mode Settings

Nave Mode On Demand  + Iinute(s)

[ Apply H oave Log MNow ]

Figure 2- 26. System Log Save Mode Settings window
The following parameters can be configured:

Parameter Description

Save Mode Use the pull-down menu to choose the method for saving the switch log to the Flash memory.
There are three options:

Time Interval — Configure a time interval by which the switch will save the log files.

On Demand — Only save log files when manually telling the Switch to do so. Go to Save
Services > Save Changes to manually save log.

On Trigger — Save log files to the Switch every time when a log event occurs on the Switch.

Minute(s) When Time Interval is selected in Save Mode, set a time between 1 and 65535 minutes in the
field. The default value is 1 minute.

Click Apply to implement the changes. Click Save Log Now to immediately save log files currently on the Switch.

System Log Source Interface Settings

This window is used to configure syslog source interface settings.

To view this window, click Administration > System Log > System Log Source Interface Settings, as shown below:

Syslog Source Interface Settings
Interface Name
[Pv4 Address 7 |

Syslog Source Interface Table
Interface Name IPvd4 Address Delete

Figure 2- 27. Syslog Source Interface Settings window




System Severity Settings

The Switch can be configured to allow alerts be logged or sent as a trap to an SNMP agent or both. The level at which the alert
triggers either a log entry or a trap message can be set as well. Use the System Severity Settings window to set the criteria for
alerts. The current settings are displayed in the lower half of the window.

To view this window, click Administration > System Severity Settings, as shown below:

System Severity Settings

System Severity Trap v
Severity Level Emergency | (0-7

System Severity Table
System Severity Log Information(6)
System Severity Trap Information(6)

Figure 2- 28. System Severity Settings window

Use the drop-down menus to configure the parameters described below.

Parameter

Description

System Severity

Choose how the alerts are used from the drop-down menu. Select Log to send the alert of the
Severity Type configured to the Switch’s log for analysis. Choose Trap to send it to an SNMP
agent for analysis. Select All to send the chosen alert type to an SNMP agent and the
Switch’s log for analysis.

Severity Level

Choose what level of alert will trigger sending the log entry or trap message as defined by the
Severity Name. Select Emergency to send only Emergency events to the Switch’s log or
SNMP agent. Select Alert to send Emergency and alert events to the Switch’s log or SNMP
agent. Select Critical to send emergency, alert and critical events to the Switch’s log or SNMP
agent. Select Error to send error, critical, alert and emergency events to the Switch’s log or
SNMP agent. Select Warning to send warning, error, critical, alert and emergency events to
the Switch’s log or SNMP agent. Select Notice to send notice, warning, error, critical, alert
and emergency events to the Switch’s log or SNMP agent. Select Information to send
information, notice, warning, error, critical, alert and emergency events to the Switch’s log or
SNMP agent. Select Debug to send debug, information, notice, warning, error, critical, alert
and emergency events to the Switch’s log or SNMP agent.

Click Apply to implement the new System Severity Settings.




Command Logging Settings

This window is used to enable or disable command logging settings.
To view this window, click Administration > Command Logging Settings, as shown below:

Settings

Command Logging State Disahled v

Figure 2- 29. Command Logging Settings window

The following parameters are displayed or can be configured:

Parameter Description

Command Enable or disable command logging settings. The default is Disabled.
Logging State

Click Apply to implement the changes.

NOTE: When the Switch is undergoing the booting procedure, all configuration
commands will not be logged. When the user uses AAA authentication to log in,
the user name should not be changed if the user has used the Enable Admin

function to replace its privilege.
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SNTP Settings

Time Settings

This window is used to configure the time settings for the Switch.

To view this window, click Administration > SNTP Settings > Time Settings, as shown below:

Day

ime Settings-Current Time

=[]
HL-BF!
2|8 |5
= |
AEH

o

:

7]
l
e |
o
w
1]
=
=
=
]

SNTP Poll Interval in Seconds (30-99999)

[ BB
222
===
o |
[+ #] [+ 2]
g5 |8
2B "
3@
[+ #]
e\
i

ime Settings - Set Current Time

M onth

Time in HH MM 88

7T Apr201004:00:02
T Apr201007:.01:33
System Clock

Disahled +
0.0.0.0
IRINIRI]

720

2002

January w
01«

00 % || 00 = | 00 »

Figure 2- 30. Time Settings window

The following parameters can be set or are displayed:

Parameter

Description

Current Time

System Boot Time

Displays the time when the Switch was initially started for this session.

Current Time

Displays the Current Time set on the Switch.

Time Source

Displays the time source for the system.

SNTP Settings

SNTP State Use this pull-down menu to Enabled or Disabled SNTP.

SNTP Primary Server | This is the IP address of the primary server the SNTP information will be taken from.
SNTP Secondary This is the IP address of the secondary server the SNTP information will be taken from.
Server

SNTP Poll Interval in
Seconds (30-99999)

This is the interval, in seconds, between requests for updated SNTP information.

Set Current Time

Year

Enter the current year to update the system clock.

Month

Enter the current month to update the system clock.
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Day

Enter the current day to update the system clock.

Time in HH MM SS Enter the current time in hours, minutes, and seconds.

Click Apply to implement changes made.

Time Zone and DST

The following are windows used to configure time zones and Daylight Savings time settings for SNTP.

To view this window, click Administration > SNTP Settings > Time Zone and DST, as shown below:

ime Zone and DST

Daylight Saving Time State Disahled w
Daylight Saving Time Offset in Minutes RO »
Time Zone Offset:From GMT in +-HH: MV + %00 | 00

DST Repeating Settings
From: Which Week
From:Day of Weel

From: Time in HH LI
To:Which Weel:
To:Day of Week

To: Time m HH KHT

DST Annual Settings
From: Month
From:Day

From: Time in HH W
To:Month

To:Time in HH WM

Figure 2- 31. Time Zone and DST window

The following parameters can be set:

Parameter Description

Time Zone and DST

Daylight Saving Time State

Use this pull-down menu to enable or disable the DST Settings.

Daylight Saving Time Offset
in Minutes

Use this pull-down menu to specify the amount of time that will constitute your local
DST offset - 30, 60, 90, or 120 minutes.

Time Zone Offset from GMT

Use these pull-down menus to specify your local time zone's offset from Greenwich
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in +/- HH:MM

Mean Time (GMT.)

DST Repeating Settings

Using repeating mode will enable DST seasonal time adjustment. Repeating mode requires that the DST beginning
and ending date be specified using a formula. For example, specify to begin DST on Saturday during the second
week of April and end DST on Sunday during the last week of October.

From: Which Week

Enter the week of the month that DST will start on.

From: Day of Week

Enter the day of the week that DST will start on.

From: Month

Enter the month that DST will start on.

From: Time in HH MM

Enter the time of day that DST will start on.

To: Which Week

Enter the week of the month the DST will end.

To: Day of Week

Enter the day of the week that DST will end.

To: Month

Enter the month that DST will end.

To: Time in HH MM

Enter the time of day that DST will end.

DST Annual Settings

Using annual mode will enable DST seasonal time adjustment. Annual mode requires that the DST beginning and
ending date be specified concisely. For example, specify to begin DST on April 3 and end DST on October 14.

From: Month

Enter the month DST will start on, each year.

From: Day

Enter the day of the week DST will start on, each year.

From: Time in HH MM

Enter the time of day DST will start on, each year.

To: Month

Enter the month DST will end on, each year.

To: Day

Enter the day of the week DST will end on, each year.

To: Time in HH MM

Enter the time of day that DST will end on, each year.

Click Apply to implement changes made to the Time Zone and DST window.
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MAC Notification Settings

MAC Notification is used to monitor MAC addresses learned and |kt
entered into the forwarding database.

Dizabled
Interval {1-2147483647 sec) 1
History Size (1-500) 1

To globally set MAC notification on the Switch, click
Admininstration > MAC Notification Settings, as shown.

New MAC Notification Global Settings
Disabled +
Interval {1-2147483647 sec) 1
History Size (1-500) 1
\ Parameter Description ‘ Apply

Global Settings

The following parameters may be viewed and modified:

State Enable or disable MAC notification globally | |kt
on the Switch
1| [Pat1 v Port1 v Disabled v
Interval (1- | The time in seconds between notifications.
2147483647 MAC Notification Port State Table-Unit 1

sec) State
Disabled
History The maximum number of entries listed in the Disabled

Duzabled
Dizabled
Dizabled
Dizabled
Dizabled
Dizabled
Disabled

Size (1-500) | history log used for notification. Up to 500
entries can be specified.

Port Settings

To change MAC notification settings for a port or group of ports on the
Switch, configure the following parameters.

wWwoca - ov LA ds W o — e
g5

10 Disabled

\ Parameter Description 11 Disabled
12 Disabled

Unit Select the unit to configure. 13 Disabled
14 Dizabled

From/To Select a port or group of ports to enable for | |15 Disabled
MAC notification using the pull-down menus. 16 Disabled

17 Dizabled

State Enable or disable MAC Notification. 18 Disabled
19 Dizabled

Click Apply to implement changes made. 20 Disabled
21 Disabled

22 Dizabled

23 Dizabled

24 Disabled

25 Disabled

Figure 2- 32. MAC Notification Global Settings window
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TFTP Services

Trivial File Transfer Protocol (TFTP) services allow the Switch's firmware to be upgraded by transferring a new firmware file
from a TFTP server to the Switch. A configuration file can also be loaded into the Switch from a TFTP server. Switch settings can
be saved to the TFTP server, and a history log can be uploaded from the Switch to the TFTP server. The TFTP server must be

running TFTP server software to perform the file transfer.

The user also has the option of transferring firmware and configuration files to and from the internal Flash drive, located on the
Switch. Using this window, the user can receive a configuration or firmware file from a TFTP server, or transfer that firmware or
configuration file to a TFTP server. More about configuring the internal Flash drive can be found in the next section entitled Flash
File Services. TFTP server software is a part of many network management software packages — such as NetSight, or can be

obtained as a separate program.

To update the Switch's firmware or configuration file, click Administration > TFTP Services, as shown below:

FTP Services

Download Firrmware e
G |0.0.0o
O |
O |
Increment
nit Number
Image File In Flash |

guration File In Flash

| . erps, vlan, ddm

| e g erps, wan, ddm

2 [ AEIEHEE
g |& AHEIERE
hd-"l"lﬂ...
= =]
ARk
5152 |B
EE
[
g
£

| .2 erps, van, ddm

(o |

Figure 2- 33. TFTP Services window

The following parameters can be configured:

Parameter Description

Operation Select a service for the TFTP server to perform from the drop down window:

TFTP server and to initiate the file transfer.

address of the TFTP server and to initiate the file transfer.

address of the TFTP server and to initiate the file transfer.

server and to initiate the file transfer.

TFTP server and to initiate the file transfer.

address of the TFTP server and to initiate the file transfer.
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Download Firmware - Enter the IP address of the TFTP server and specify the location
of the new firmware on the TFTP server. Click Start to record the IP address of the

Download Configuration - Enter the IP address of the TFTP server, and the path and
filename for the Configuration file on the TFTP server. Click Start to record the IP

Upload Configuration - Enter the IP address of the TFTP server and the path and
filename for the switch settings on the TFTP server. Click Start to record the IP

Upload Log - Enter the IP address of the TFTP server and the path and filename for the
history log on the TFTP server. Click Start to record the IP address of the TFTP

Upload Attack Log - Enter the IP address of the TFTP server and the path and filename
for the attack log on the TFTP server. Click Start to record the IP address of the

Upload Firmware - Enter the IP address of the TFTP server and the path and filename
for the place to put this firmware on the TFTP server. Click Start to record the IP




Server IPv4 Enter the IPv4 address of the server from which to upload or download firmware and
Address configuration and upload log.
Server IPv6 Enter the IPv6 address of the server from which to upload or download firmware and
Address configuration and upload log.

Domain Name

Enter the domain name of the TFTP server.

Local File Name

Enter the path and filename of the firmware or configuration file to upload or download, located
on the TFTP server.

Unit Number

Select the unit to configure, or tick the ALL check box to select all available units.

Image File in Flash

To select a firmware file from the internal Flash drive to be transferred, or to load a firmware file
on to the Flash drive, enter the path and filename here and tick the corresponding check box.
Remember, the only path that can be used on the flash is named C:\ (ex. C:\runtime.had)

Configuration File
in Flash

To select a configuration file from the internal Flash drive to be transferred, or to load a
configuration file on to the Flash drive, enter the path and filename here and tick the
corresponding check box. Remember, the only path that can be used on the flash is named C:\
(ex. C:\configuration.had)

Filter

This is used to filter the configuration data that relates to upload configuration.

Click Start to initiate the file transfer.
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File System Services

The Switch contains a 15-megabyte Flash memory where the user may store files for further use on the Switch. The user may
place over 200 re-nameable files on the FAT 16 mode Flash memory, of which the user has the option of setting firmware images
and configuration files as boot up files, upon the next reboot of the Switch.

The Switch automatically assigns default names to the default boot up files located in the flash memory. The default firmware
files are named RUN.HAD while the default boot up configuration file is named STARTUP.CFG. After the system has powered
up or has been reset, the Switch will check the Flash memaory for these files. If no corruption or other problems exist on the Flash,
the Switch will use the files set as the boot up files and load them into the Switch. If a problem occurs, the Switch will use the
PROM (programmable read-only memory) will provide the FAT 16 re-building function, which will format the Flash as FAT 16
and enter the Z-modem download mode where the user will download firmware, saved as RUN.HAD and then boot from this
firmware image. To configure the files located on the Flash memory, use the following windows to guide you.

System Boot Information

This window is used to view and configure boot up firmware images and configuration files. To set a file as a boot up file, enter
the file name and path into the File Name field under the Boot Image Settings heading and click Apply. The Switch will recognize
.HAD files as firmware images and .CFG files as configuration files when being set as the boot up file. Newly configured boot up
files will be displayed in the System Boot Info Table.

To view this table, click Administration > File System Services > System Boot Information, as shown below:

nit: |1

System Boot Info Table
Bolmege ___ [SEummE

Boot Configuration CASTARTUP CFG

nit: |1 ¥

Boot Image Settings
File Mame(Full Path)

Figure 2- 34. System Boot Info Table window
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FS Information

This window allows users to view the settings of the Flash Drive in the Switch. This information is read-only and is just a
description of the internal Flash memory.

To view this window, click Administration > File System Services > FS Information, as shown below:

Tnit: 1~
Media Information

DiveD  edTyre P [  [iste

Flash 15 ME FLAGH-A FATI1G

i

File System Version Settings

£

File System Version

Figure 2- 35. Media Information window
This window offers the following information about the internal Flash drive.

Parameter Description
Drive ID The name of the drive of the memory. There is only one drive in the Flash and it is named C.:.
Media Type The type of storage media present in this Switch, which is a Flash memory system.
Size Denotes the size of the flash memory, which is 15 megabytes.
Label The label that has been factory set for this Flash memory.
FS Type The type of File System present in the Switch. For this release, only a FAT16 file system is used
in the Switch.
Cile §ystem Use the drop- down menu to select the File System version to use on the Switch.
ersion
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Directory

This window allows users to view files stored in the flash memory of the Switch. In future releases, more than one drive may be
located in the Flash drive, but for this release, the only drive located on the Flash memory of the Switch is C:. Therefore, to view
files located on C:, the user should enter C: into the Drive ID field and click Find. Saved files will appear in the Directory table.
This window will also display the total number of files (Total Files), the amount of free bytes left (Total free size), and the amount
of memory space used for normal running of the Switch (System reserved flash size).

To view this window, click Administration > File System Services > Directory, as shown below:

Tmt: |1 ¥
Directory
Drive ID

Directory Table

Name S Pse  [Bootup Delen
A4 CFG 13868 bytes 2008-02-23 20:45 }_<
LOGTXT 1835008 bytes 2009-09-16 08:02
R250B41 HAD 3547208 bytes 2009-09-14 08:27 x|
RUNHAD 4657166 bytes 2010-03-17 06:07 % X
STARTUR CFG 7351 bytes 2010-03-18 0&6:40 }_<

Total Files : 5 file(s)

Total Size : 10060601 bytes
Free Space : 6160384 bytes
"' means boot up section.

Figure 2- 36. Directory window
The previous window contains the following information:

Parameter Description

Unit Use the drop down menu to select the unit you wish to configure.

Drive ID Enter the name of the drive located on the Flash memory. There is only one drive in the Flash
and it is named C:\.

Name Denotes the name of the file located on the Switch’s Flash memory. The default firmware image
is called RUN.HAD, while the default configuration file is specified as STARTUP.CFG.

Size Denotes the size of the save file, in bytes.

Date Displays the date that the file was loaded onto the Switch.

Boot up An “*in this field denotes that the corresponding file is a boot up configuration file or firmware
image.

Delete Click the ¥ in this field corresponding to the file to be deleted from the Flash memory.

Remember, once deleted, it cannot be restored by the switch unless downloaded again from an
outside source.




Rename

The following window is used to rename files that are presently located in the Flash memory of the Switch. To rename a file,
simply type the path and name of the current file (ex. c:/triton) into the Old File Name field, and then the new file and path into
the New File Name field and click Apply. Remember, the path must be included in both fields, which is c:/ on this Switch. Users
may return to the Directory window to view changes made in the file names.

To view this window, click Administration > File System Services > Rename, as shown below:

Unpdt: |1
Rename
(1d File Name(Full Path)

New File Name{Full Path)

Figure 2- 37. Rename window

Copy

This window is used to copy a directory located within the Flash memory of the switch.

To view this window, click Administration > File System Services > Copy, as shown below:

Umt: |1 ¥
Copy File

Source File(Full Path)
Target File(Full Path)

Copy

Figure 2- 38. Copy File window
This window offers the following fields to aid the user in copying files located in the Flash memory of the Switch.

Parameter Description

Unit Use the drop down menu to select the unit you wish to configure.

Source File (Full Path) | Enter the full path and file name of the directory to be copied. This entry cannot exceed 64
characters in length.

Target File (Full Path) Enter the file name of the directory and the path to place the copy. This entry cannot
exceed 64 characters in length.

Click Copy to initiate copying the file.




RCP

RCP (Remote Copy Protocol) is a UNIX Remote Shell service which allows files to be copied between a server and client. RCP is
an application that operates above the TCP protocols, and uses port number 514 as the TCP destination port.

The RCP application uses client server architecture and the client can be any machine running the RCP client application.

A Switch that supports the RCP client allows users to copy firmware images, configurations and log files between the Switch and
RCP Server.

Switches that do not support a file system should still be able to run an RCP client to copy firmware images, configurations and
logs between the switch and RCP server.

-4~ —Uploading— — - de 536xx.log

des36xx.cfg

eivivvlviviviviviviw)

Switch

des36xx.ha
d

Figure 2- 39. Remote Copy Protocol between an RCP server and an Ethernet Switch
As illustrated in Figure 2 - 49, a user can:
a) Upload a configuration file from the Switch to the RCP Server.
b) Download a firmware file from the RCP Server to the Switch.
¢) Upload the Log file from the Switch to the RCP Server.

d) Download the configuration file from the RCP Server to the Switch.

RCP Server Settings

This window is used to configure global RCP server information. This global RCP server setting can be used when the server or
remote user name is not specified. Only one RCP server can be configured for each system.

To view this window, click Administration > RCP > RCP Server Settings, as shown below:

RCP Server Settings
Action A W

vp IF Address v

Figure 2- 40. RCP Server Settings window

The following parameters can be configured:

Parameter Description

Action Toggle the action between Add and Clear.
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Type Select to enter the information in IP Address and/or User Name fields. Available options are IP
Address, User Name and Both.

IP Address Enter the IP address of the global RCP server.

User Name Enter the remote user name.

Click Apply to implement the changes.

RCP Services

This window is use to configure the services that provided by the RCP server.

To view this window, click Administration > RCP > RCP Services, as shown below:

Operation

=

RCP Services

RCP Server IPvd Address

Configuration File in Flash

& =
- 'Ez
| A
25|58
5|8 |2 °
ML
B
=

Download Firrmware w

0
&
<

| .2 erps, vlan, ddm

| e.g.: erps, vian, ddm

| .2 erps, vlan, ddm

Figure 2- 41. RCP Services window

The following parameters can be configured:

Parameter

Description

Operation

Use the pull-down menu to select the method for copying files. Options are Download Firmware,
Download Configuration, Upload Configuration, Upload Log, and Upload Attack Log.

RCP Server IPv4
Address

Enter the IP address of the RCP Server.

User Name

Enter the remote user name on the RCP server.

Local File Name

Enter the file name in the field. Tick the Increment, and the existing configuration will not be
cleared before applying the new configuration.

Unit Number Select the switch in the switch stack from which, or to which to upload or download files. Tick the
ALL check box to denote all switches in the switch stack.
Image ID Use the pull-down menu to select the Image file ID.

Configuration ID

Use the pull-down menu to select the configuration file ID.

Filter

Use to filter configuration data.related to upload configuration.

Click Apply to implement the changes.
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Ping Test

Ping is a small program that sends ICMP Echo packets to the IP address you specify. The destination node then responds to or
"echoes" the packets sent from the Switch. This is very useful to verify connectivity between the Switch and other nodes on the

network.

IPv4 Ping Test

The following window is used to Ping an IPv4 address.

To view this window, click Administration > Ping Test > IPv4 Ping Test, as shown below:

Domam Name:

Repeat Times:

Toneout:

Target IP Address:

IPv4 Ping Test

Enter the [P address of the dewice or station you want to ping, then click Start.

0.0.0.0

O]

Y

(%) Tnifinite tirnes
{“;.

(1-255 tirnes)

1 (1-99 zec)

Source IP Address: |:||

Figure 2- 42. IPv4 Ping Test window

This window allows the following parameters to be configured to ping an IPv4 address.

Parameter Description
Target IP Enter an IPv4 address to be pinged.
Address

Domain Name

Enter the domain name of the host.

Repeat Times

Either click the Infinite times radio button or enter the number of times to attempt to ping the IPv4
address configured in this window. Users may enter a number between 1 and 255.

Timeout Select a timeout period between 1 and 99 seconds for this Ping message to reach its destination.
If the packet fails to find the IPv4 address in this specified time, the Ping packet will be dropped.

Source IP Tick the check box and enter the source IP address of the ping packets. If specified, this IP

Address address will be used as the packets’ source IP address that ping sends to the remote host.

Click Start to initialize the Ping program.
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IPv6 Ping Test

The following window is used to Ping an IPv6 address.

To view this window, click Administration > Ping Test > IPv6 Ping Test, as shown below:

Interface:

Repeat Times:

Size:

Tuneout:

IPv6 Ping Test

Enter the TP address of the dewice or station you want to ping, then click Start.

Target IPvi Address:

Somrce IPvG Address: |:||

( Infinite times

Q (1-255 times)
100 {1-6000 byte)
1 (1-99 sec)

Figure 2- 43. IPv6 Ping Test window

This window allows the following parameters to be configured to ping an IPv6 address.

Parameter Description

Target IPv6 Enter an IPv6 address to be pinged.

Address

Interface The Interface field is used for addresses on the link-local network. It is recommended that the

user enter the specific interface for a link-local IPv6 address. For global IPv6 addresses, this field
may be omitted.

Repeat Times

Enter the number of times desired to attempt to ping the IPv6 address configured in this window.
Users may enter a number of times between land 255.

Size Use this field to set the datagram size of the packet, or in essence, the number of bytes in each
ping packet. Users may set a size between 1 and 6000 bytes. The default setting is 100 bytes.
Timeout Select a timeout period between 1 and 99 seconds for this Ping message to reach its destination.
If the packet fails to find the IPv6 address in this specified time, the Ping packet will be dropped.
Source IPv6 Tick the check box and enter the source IPv6 address of the ping packets. If specified, the IPv6
Address address will be used as the packets’ source IPv6 address that ping6 sends to the remote host.

Click Start to initialize the Ping program.
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IPv6 Neighbor

IPv6 neighbors are devices on the link-local network that have been detected as being IPv6 devices. These devices can forward
packets and keep track of the reachability of routers, as well as if changes occur within link-layer addresses of nodes on the
network or if identical unicast addresses are present on the local link. The following two windows are used to view IPv6

neighbors, and add or delete them from the Neighbor cache.

IPv6 Neighbor Settings

The following window is used to view and configure current IPv6 neighbors of the Switch.

To view this window, click Administration > IPv6 Neighbor > IPv6 Neighbor Settings, as shown below:

Add| Clear Al |

State

Total Entries: 0

Neighbor TPvs Address

IPv6 Neighbor Settings

Neighoor [ Adirss Stte ik Lyer MAC Adiross [Pt Jteface [VID—[Dolte

[] State  Static Dynarmic

Figure 2- 44. IPv6 Neighbor Settings window

The following fields can be viewed or configured:

Parameter

Description

Interface Name

Enter the Interface Name of the device for which to search IPv6 neighbors. Click Find to begin
the search.

Neighbor IPv6
Address

Enter the IPv6 address of the neighbor of the IPv6 device to be searched. Click Find to begin
the search.

State

Users may also search by running state of the IPv6 neighbor. Tick the State check box and
choose to search for Static IPv6 neighbors or Dynamic IPv6 neighbors. Click Find to begin the
search.

Neighbor IPv6
Address

Displays the IPv6 address of the neighbor device.

State

Displays the running state of the corresponding IPv6 neighbor. The user may see six possible
entries in this field, which are Incomplete, Stale, Probe, Reachable, Delay, or Static.

Link Layer MAC

Displays the MAC address of the corresponding IPv6 device.

Address

Port Displays which port learned the IPv6 address of the neighbor device.
Interface Displays the interface name associated with this IPv6 address.

VvVID Displays which VLAN learned the IPv6 address of the neighbor device.

To remove any entry, click the corresponding >_< button in the Delete column. To completely clear the IPv6 Neighbor Settings,
click the Clear All button. To add a new entry, click the Add button, revealing the following window to configure:
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IPv6 Neighbor Settings - Add

Interface Name

Meighhor IPv6 Address
Link Layer MAC Address

chow Al TPwE Mewghbor Entries

Figure 2- 45. IPv6 Neighbor Settings — Add window
The following fields can be set or viewed:

Parameter Description

Interface Name Enter the name of the Interface associated with this entry, if any.

Neighbor IPv6 Address The IPv6 address of the neighbor entry. Specify the address using the hexadecimal
IPv6 Address (IPv6 Address is hexadecimal number, for example 1234::5D7F).

Link Layer MAC Address | The MAC address of the IPv6 neighbor entry.

After entering the IPv6 Address and MAC Address of the Static IPv6 Neighbor entry, click Apply to implement the new entry. To
return to the IPv6 Neighbor Settings window, click the Show All IPv6 Neighbor Entries link.

DHCP Auto Configuration Settings

This window is used to enable the DHCP Autoconfiguration feature on the Switch. When enabled, the Switch is instructed to
receive a configuration file from a TFTP server, which will set the Switch to become a DHCP client automatically on boot up. To
employ this method, the DHCP server must be set up to deliver the TFTP server IP address and configuration file name
information in the DHCP reply packet. The TFTP server must be up and running and hold the necessary configuration file stored
in its base directory when the request is received from the Switch. For more information about loading a configuration file for use
by a client, see the DHCP server and/or TFTP server software instructions. The user may also consult the Upload screen
description located in the Maintenance section of this manual.

If the Switch is unable to complete the DHCP auto configuration, the previously saved configuration file present in the Switch’s
memory will be used.

To view this window, click Administration > DHCP Auto Configuration Settings, as shown below:

DHCP Auto Configuration Settings

Figure 2- 46. DHCP Auto Configuration Settings window
To enable the DHCP Auto Configuration State, use the pull-down menu to choose Enabled and click the Apply button.




DHCP/BOOTP Relay

The DHCP/BOQOTP Relay Hops Count Limit allows the maximum number of hops (routers) that the DHCP/BOOTP messages
can be relayed through to be set. If a packet’s hop count is more than the hop count limit, the packet is dropped. The range is
between 1 and 16 hops, with a default value of 4. The relay time threshold sets the minimum time (in seconds) that the Switch will
wait before forwarding a BOOTREQUEST packet. If the value in the seconds field of the packet is less than the relay time

threshold, the packet will be dropped. The range is between 0 and 65,536 seconds, with a default value of 0 seconds.

DHCP / BOOTP Relay Global Settings

This table is used to enable and configure DHCP/BOOTP Relay global settings on the Switch.
To view this window, click Administration > DHCP/BOOTP Relay > DHCP/BOOTP Relay Global Settings, as shown

below:

[}

DHCPIBOOTP Relay Global Settings
DHCF/BOOTP Relay State

DHCF/BOOTP Relay Hops Count Limit (1-16)
DHCPF/BOOTPF Relay Time Threshold (0-65535)
DHCP Vendor Class Identifier Option 60 State
DHCP Client Identifier Option 61 State

DHCPF Relay Agent Information Option 82 State
DHCP Relay Agent Information Option 82 Check
DHCP Relay Agent Information Option 82 Policy

Disabled

Im

SEC
Disabled

Disabled
Disabled
Disabled

Feplace +

Figure 2- 47. DHCP/ BOOTP Relay Global Settings window

The following fields can be set:

Parameter

Description

DHCP/BOOTP Relay
State

This field can be toggled between Enabled and Disabled using the pull-down menu. It is
used to enable or disable the DHCP/BOOTP Relay service on the Switch. The default is
Disabled

DHCP/BOOTP Relay
Hops Count Limit (1-
16)

This field allows an entry between 1 and 16 to define the maximum number of router hops
DHCP/BOOTP messages can be forwarded across. The default hop count is 4.

DHCP/BOOTP Relay
Time Threshold (0-
65535)

Allows an entry between 0 and 65535 seconds, and defines the maximum time limit for
routing a DHCP/BOOTP packet. If a value of 0 is entered, the Switch will not process the
value in the seconds field of the BOOTP or DHCP packet. If a non-zero value is entered,
the Switch will use that value, along with the hop count to determine whether to forward a
given BOOTP or DHCP packet.

DHCP Vendor Class
Identifier Option 60
State

This function can enable or disable the DHCP Vendor class identifier option 60 state. When
option 60 is enabled, if the packet does not have option 60, then the relay servers cannot
be determined based on option 60. The relay servers will be determined based on either
option 60 or per IPIF configured servers. If the relay servers are determined based on
option 60, then the IPIF configured servers will be ignored. If the relay servers are not
determined by option 60 then the IPIF configured servers will be used to determine the
relay servers.

DHCP Client Identifier
Option 61 State

This function can enable or disable the DHCP Client identifier option 61 state. When option
61 State is Enabled, if the packet does not have option 61, then the relay servers cannot be
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determined based on option 61. The relay servers will be determined based on option 61
and the IPIF configured servers will be ignored. If the relay servers are not determined
either by option 60 or option 61, then IPIF configured servers will be used to determine the
relay servers.

DHCP Relay Agent
Information Option 82
State

This field can be toggled between Enabled and Disabled using the pull-down menu. It is
used to enable or disable the DHCP Agent Information Option 82 on the Switch. The
default is Disabled.

Enabled — When this field is toggled to Enabled the relay agent will insert and remove
DHCP relay information (option 82 field) in messages between DHCP servers and clients.
When the relay agent receives the DHCP request, it adds the option 82 information, and
the IP address of the relay agent (if the relay agent is configured), to the packet. Once the
option 82 information has been added to the packet it is sent on to the DHCP server. When
the DHCP server receives the packet, if the server is capable of option 82, it can implement
policies like restricting the number of IP addresses that can be assigned to a single remote
ID or circuit ID. Then the DHCP server echoes the option 82 field in the DHCP reply. The
DHCP server unicasts the reply to the back to the relay agent if the request was relayed to
the server by the relay agent. The switch verifies that it originally inserted the option 82
data. Finally, the relay agent removes the option 82 field and forwards the packet to the
switch port that connects to the DHCP client that sent the DHCP request.

Disabled- If the field is toggled to Disabled the relay agent will not insert and remove DHCP
relay information (option 82 field) in messages between DHCP servers and clients, and the
check and policy settings will have no effect.

DHCP Relay Agent
Information Option 82
Check

This field can be toggled between Enabled and Disabled using the pull-down menu. It is
used to enable or disable the Switches ability to check the validity of the packet’s option 82
field.

Enabled — When the field is toggled to Enable, the relay agent will check the validity of the
packet’s option 82 field. If the switch receives a packet that contains the option-82 field from
a DHCP client, the switch drops the packet because it is invalid. In packets received from
DHCP servers, the relay agent will drop invalid messages.

Disabled- When the field is toggled to Disabled, the relay agent will not check the validity of
the packet’s option 82 field.

DHCP Relay Agent
Information Option 82
Policy

This field can be toggled between Replace, Drop, and Keep by using the pull-down menu.
It is used to set the Switches policy for handling packets when the DHCP Agent Information
Option 82 Check is set to Disabled. The default is Replace.

Replace - The option 82 field will be replaced if the option 82 field already exists in the
packet received from the DHCP client.

Drop - The packet will be dropped if the option 82 field already exists in the packet received
from the DHCP client.

Keep - The option 82 field will be retained if the option 82 field already exists in the packet
received from the DHCP client.

Click Apply to implement any changes that have been made.

NOTE: If the Switch receives a packet that contains the option-82 field from a DHCP
client and the information-checking feature is enabled, the Switch drops the packet
because it is invalid. However, in some instances, it is possible to configure a client with
the option-82 field. In this situation, disable the information-check feature so that the
Switch does not remove the option-82 field from the packet. Users can configure the
action that the Switch takes when it receives a packet with existing option-82 information
by configuring the DHCP Agent Information Option 82 Policy.
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The Implementation of DHCP Information Option 82

The config dhcp_relay option_82 command configures the DHCP relay agent information option 82 setting of the Switch. The
formats for the circuit ID sub-option and the remote ID sub-option are as follows:

NOTE: For the circuit ID sub-option of a standalone switch, the module field is always zero.

Circuit ID sub-option format:

1. 2. 3. 4. 5. 6. 7.
1 6 0 4 VLAN Module| Port
lbyte  1byte 1 byte 1 byte 2 bytes 1byte 1 byte
a. Sub-option type
b. Length
c. Circuit ID type

d. Length

VLAN: the incoming VLAN ID of DHCP client packet.
f.  Module: For a standalone switch, the Module is always 0; For a stackable switch, the Module is the Unit ID.
g. Port: The incoming port number of DHCP client packet, port number starts from 1.

Remote ID sub-option format:

1. 2. 3. 4, 5.
2 8 0 6 MAC address
1 byte 1 byte 1 byte 1 byte 6 bytes
1. Sub-option type
2. Length
3. Remote ID type
4. Length
5. MAC address: The Switch’s system MAC address.

Figure 2- 48. Circuit ID and Remote ID Sub-option Format
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DHCP/BOOTP Relay Interface Settings

This window allows the user to set up a server, by IP address, for relaying DHCP/ BOOTP information to the Switch. The user
may enter a previously configured IP interface on the Switch that will be connected directly to the DHCP/BOOTP client using the
following window. Properly configured settings will be displayed in the table at the bottom of the following window, once the
user clicks the Add button under the Apply heading. The user may add up to four server IPs per IP interface on the Switch.

To view this window, click Administration > DHCP/BOOTP Relay > DHCP/BOOTP Relay Interface Settings, as shown
below:

DHCPIBOOTP Relay Interface Settings

e

0.0.0.0 Al

DHCPIBOOTP Relay Interface Table

Figure 2- 49. DHCP/BOOTP Relay Interface Settings window

The following parameters may be configured or viewed.

Parameter Description

Interface The IP interface on the Switch that will be connected directly to the Client.

Server IP Enter the IP address of the DHCP/BOOTP server. Up to four server IPs can be configured per IP
Interface




DHCP Relay Option 60 Default Settings

This window allows the user to configure the DHCP Relay Option 60 Default servers. When there are no matching servers found
for the packet based on option 60, the relay servers will be determined by the default relay server setting. Similarly, when there is
no match found for the packet, the relay servers will be determined based on the default relay servers.

To view this window, click Administration > DHCP/BOOTP Relay > DHCP Relay Option 60 Default Settings, as shown
below:

DHCP Relay Option 60 Default Settings
Relay IP Address 0.0.0.0 A
Mode Orop Apply

DHCP Relay Option 60 Default RelayTable

Server oz fservers [servrs

Figure 2- 50. DHCP Relay Option 60 Default Settings window
The following parameters can be configured:

Parameter Description
Relay IP Address Enter the specified IP address for the DHCP relay forward.
Mode Use the pull-down menu to choose either Relay or Drop. When drop is specified, the packet

with no matching rules found will be dropped without further process. When relay is selected
the packet will be relayed based on the relay rules.

Click Add to add a new Relay IP Address entry. Click Apply to implement the changes. To remove any entry, click the

DHCP Relay Option 60 Settings

This window is used to configure option 60 relay rules on the Switch. Different strings can be specified for the same relay server,
and the same string can be specified with multiple relay servers. The system will relay the packet to all the matching servers.

To view this window, click Administration > DHCP/BOOTP Relay > DHCP Relay Option 60 Settings, as shown below:

Add| clear all |

atring 1'«*- [ =earch ] [ Wiewall ]
String VI. | relajr. . | Delete

DHCP Relay Option 60 Table

Total Entries:0

Figure 2- 51. DHCP Relay Option 60 Settings window

To find a particular entry, enter the correct IP Address or String and click Search. Click the View All button to see all the entries
in the table at the bottom half of the window. To delete an entry, select it and click Delete. To delete all the entries, click Clear
All. To add a new entry click Add the following window will appear:
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DHCP Relay Option 60 Add

Match Type

Show DHCP Eelay Option 60 Table

Figure 2- 52. DHCP Relay Option 60 Add window

The following parameters may be configured:

Parameter Description

String Enter the specified string, up to a maximum of 255 alphanumeric characters.
Server IP Enter the relay server IP address.

Match Type Use the drop-down menu to select either Exact Match or Partial Match.

Exact Match — The option 60 string in the packet must fully match the specified string.

Partial Match — The option 60 string in the packet only needs to partially match the specified
string.

Click Apply to implement the changes. To return to the DHCP Relay Option 60 Table window, click the Show DHCP Relay

Option 60 Table link.

DHCP Relay Option 61 Default Settings

This window is used to configure the DHCP Relay Option 61 Default Settings. These settings are used to determine the rule to
process those packets that have no option 61 matching rules.

To view this window, click Administration > DHCP/BOOTP Relay > DHCP Relay Option 61 Default Settings, as shown

below:

DHCP Relay Option 61 Default Settings

DHCP Relay Option 61 Default Orop v

Default Relay Rule:drop

Figure 2- 53. DHCP Relay Option 61 Default Settings window

The following parameters can be configured:

Parameter

Description

DHCP Relay Option
61 Default

Use the pull-down menu to choose either Relay or Drop. When drop is specified, the packet
with no matching rules found will be dropped without further process. When relay is selected
the packet will be relayed based on the relay rules.

Enter the IP Address of the entry you wish to configure.

Click Apply to implement the changes.




DHCP Relay Option 61 Settings

This command is used to add a rule to the relay server based on option 61. The matching rule can be based on either the MAC
address or by using a user-specified string. Only one relay server can be specified for a MAC address or a string. If the existing
relay servers are determined based on option 60, and one relay server is determined based on option 61, the final relay servers will
be the union of these two sets of servers.

To view this window, click Administration > DHCP/BOOTP Relay > DHCP Relay Option 61 Settings, as shown below:

Add| Clear Al |

FMAC Address V- Delete

DHCP Relay Option 61 Table
R

Total Entries:0

Figure 2- 54. DHCP Relay Option 61 Settings window

To remove an entry, enter the appropriate MAC Address or String information and click Delete. To delete all entries click Clear
All. To add a new entry click Add the following window will appear.

DHCP Relay Option 61 Add
Client ID (O MAC Address O String (Max: 255 characters)
Relay Rule (*)Relay e g:(10.90.90.90) O Drop

Show DHCP Relay Option 61 Table

Figure 2- 55. DHCP Relay Option 61 Add window

The following parameters can be configured:

Parameter Description

Client ID Use the radio button to select the method of identification for the Client ID either MAC
Address or String. The MAC Address will specify the hardware address of the client and the
String will specify the client ID. Choose a method and enter the appropriate information into
the box provided.

Relay Rule Use the radio button to choose either Relay or Drop. When drop is specified, the packet with
no matching rules found will be dropped without further process. When relay is selected the
packet will be relayed based on the relay rules. Choose a method and enter the appropriate
information into the box provided.

Click Apply to implement the changes.
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DHCP/BOOTP Local Relay Settings

This window is used to configure the global settings of DHCP/BOOTP local relay.
To view this window, click Administration > DHCP/BOOTP Local Relay Settings, as shown below:

DHCPIBOOTP Local Relay Global Settings
Global State Cisahled »
Disabled

Figure 2- 56. DHCP/BOOTP Local Relay Global Settings window
The following parameters are displayed or can be configured:

Parameter Description

Global State Use the pull-down menu to enable or disable the status.
VLAN State Use the pull-down menu to enable or disable the VLAN status.
VLAN Name Enter the name of VLAN.

VID List Display the VLAN list.

Click Apply to implement the changes.

DHCPv6 Relay

This section contains information for configuring DHCPV6 relay, including DHCP v6 Relay Global Settings and DHCPv6 Relay
Interface Settings.

DHCPvV6 Relay Global Settings

This window is used to set up the DHCPV6 relay global status.
To view this window, click Administration > DHCPv6 Relay > DHCPv6 Relay Global Settings, as shown below:

DHCPvE Relay Global Settings
Global State Disabled
Hops Count (1-32) 9

Figure 2- 57. DHCPv6 Relay Global Settings window
The following fields can be configured:

Parameter Description

Global State This field can be toggled between Enabled and Disabled using the pull-down menu. It is
used to enable or disable the DHCPv6 Relay service on the Switch. The default is
Disabled.




Hops Count (1-32) This field allows an entry between 1 and 32 to define the maximum number of router
hops DHCPv6 messages can be forwarded across. The default hop count is 4.

Click Apply to implement the changes.

DHCPvV6 Relay Interface Settings

This window displays the current DHCPV®6 relay configurations.
To view this window, click Administration > DHCPv6 Relay > DHCPv6 Relay Interface Settings, as shown below:

Interface Name
e Al

Total Entries: 1
DHCPvE Relay Interface Settings

S T TR Y
Systetn Enabled ".r'lewl Mumfy |

Figure 2- 58. DHCPv6 Relay Interface Settings window

To search for an entry, enter the Interface Name and click Find. To display all current entries on the Switch click View All. To
change a current entry, click the corresponding Modify button of the entry, revealing the following window to configure:

DHCPv6 Relay Interface Settings(Edit)

Interface Name |System

Hups Count

State Enabled w

show All DHCPw6 Eelay Interface Entries

Figure 2- 59. DHCPv6 Relay Interface Settings (Edit) window

The following fields are displayed or can be configured:

Parameter Description
Interface Name Display the IPv6 relay interface name.
Hops Count (1-32) This field allows an entry between 1 and 32 to define the maximum number of router

hops DHCPv6 messages can be forwarded across. The default hop count is 4.

State Use the pull-down menu to enable or disable the DHCPV6 relay on the interface.

Click Apply to implement the changes. To return to the DHCPv6 Relay Interface Settings window, click the Show All DHCPv6
Relay Interface Entries link.

To see server addresses of an interface, click the corresponding View button:
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DHCPv6 Relay Interface Settings(Add)

Interface Name |Systern

DHCPv6 Server Address

Apply

DHCPv6 Relay Server Address Table

Show All DHCPv6G Relay Interface Entries

Figure 2- 60. DHCPv6 Relay Interface Settings (Add) window

The following fields are displayed or can be configured:

Parameter

Description

Interface Name

Display the IPv6 relay interface name.

DHCPv6 Server
Address

Enter the IPv6 destination address to forward DHCPv6 packets.

Interface Settings window, click the Show All DHCPv6 Relay Interface Entries link.




Layer 2 Protocol Tunneling Settings

The Layer 2 Protocol Tunneling function supports traffic of multiple customers across service provider networks. BPDU
Tunneling enables the BPDU’s of the same customer’s network to be multicast over specific VLANS in the service provider’s
network, which in turn will ensure the same geographically dispersed customer network can implement consistent spanning tree
calculations across the service provider network.

To view this window, click Administration > Layer 2 Protocol Tunneling Settings, as shown below:

Layer 2 Protocol Tunneling Settings

Layer 2 Protocol Tunneling State Disabled

Layer 2 Protocol Tunneling Port Settings

T N R S
1

v || Port1 ¥ || Tunnel v [ 8TP [] GVEFP

| Port 1

Layer 2 Protocol Tunneling Port Table

STP Tunnel Multicast Adrress 01-05-5D-00-00-00
STP Tunnel Port

GVRP Tunnel Multicast Adrress [IISISEIERIIRIIEES

GVERP Tunnel Port
Uplink Port

Apply

g
H

Figure 2- 61. Layer 2 Protocol Tunneling Settings window

The following fields can be configured:

Parameter

Description

Layer 2 Protocol
Tunneling State

Use the drop-down menu to Enable or Disable the Layer 2 Protocol Tunneling state.

Unit

Select the unit to configure.

From/To

Specify the ports on which the Layer 2 Protocol Tunneling will be enabled of disabled.

Type

Use the drop-down menu to select the configuration type.

Tunnel — Specifies that the BPDU is received from a tunnel port, this packets DA will be
replaced by a reserved multicast address and then sent out to a providers network
through the uplink port.

Uplink — Specifies that the port is a normal switch port which connects to the network
provider. The encapsulated PDU received on the uplink port shall be terminated and the
DA is replaced with the STP/GVRP MAC address, the packet is then sent to the tunnel
port in the same VLAN.

None — When selected an encapsulated PDU is received on a port and the forwarding
behavior follows the forwarding of general multicast addresses. None is the default.

STP/GVRP

Select the type of tunnel multicast address to be applied to the ports either STP or
GVRP. An STP enabled port can not be configured as an STP tunnel port. A GVRP
enabled port can not be configured as a GVRP tunnel port.

Click Apply to implement changes made.




RSPAN

RSPAN (Remote Switched Port Analyzer) is a feature used to monitor and analyze the traffic passing through ports. The character
‘R’ is short for ‘Remote’ which means that the mirror source ports and the destination port are not on the same Switch. So a
remote mirror session consists of at least two switches. To achieve the remote mirroring function, the mirrored traffic is tagged
with a reserved VLAN which is called an RSPAN VLAN, the RSPAN VLAN is reserved in such a way that traffic tagged with
RSPAN will be mirrored toward the associated destination port.

There are three roles for switches in RSPAN.

Source switch — The switch which has the monitored ports or VLANS on it is the source switch. All packets on the source ports or
VLANS are copied and sent to the destination switch. When the mirrored packets are sent out from the source switch, an RSPAN
VLAN tag is added to every packet. The incoming port on the source switch for the mirrored packets is referred to as the source
port.

Intermediate switch The function of the intermediate switch is to mirror traffic flowing in the RSPAN VLAN toward the
RSAPN destination. A switch can be have the role of an RSAPN VLAN intermediate switch as well as the role of source switch
for another RSPAN VLAN.

Destination Switch The port which is directly connected to a network analyzer, other monitoring, or security device is called the
destination port. The switch which has a destination port is called the destination switch. The destination switch removes the
RSPAN VLAN tags from the mirrored packets when the destination port is an untagged port in the RSPAN VLAN. If the
destination port is a tagged port, the tags will be reserved.

RSPAN State Settings

This window allows the user to enable or disable the RSPAN settings on the Switch. The purpose of the RSPAN function is to
mirror the packets to the remote switch. The packet travels from the switch where the monitored packet is received, through the
intermediate switch, then to the switch where the sniffer is attached. The first switch is also named the source switch.

To view this window, click Administration > RSPAN > RSPAN State Settings, as shown below:

RSPAN State Settings

RSPAN State Dizabled

Figure 2- 62. RSPAN State Settings window
Use the drop-down menu to enable or disable the RSPAN State on the Switch and click Apply to implement the changes made.

RSPAN Settings

This window allows the user to search for a previously created VLAN and to view the RSPAN settings for it.

To view this window, click Administration > RSPAN > RSPAN Settings, as shown below:

REPAN Settings
Name ) [ Find By WLAM ][ Delete By WLAN ]

VID (1-4094)

Add

Total Entries: 0
RSPAN Table

Mirror s . Modify (Modify

Show All RSPAN Table

Figure 2- 63. RSPAN Settings window
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The following fields can be configured:

] Parameter Description
VLAN Name Enter the name of the VLAN to Add, Find or Delete.
VID (1-4094) Enter the VLAN ID of the VLAN to Add, Find or Delete.

Mirror Group ID

The mirror group identify that specifies which mirror session is used for the RSPAN
source function. If the mirror group is not specified when configuring the mirror ports, the
mirror group 1 will be the default group.

Target Port

The mirror group target port which the mirror session used for the RSPAN source
function.

RX Source Ports

The goal of Rx source ports is to monitor as much as possible all the packets received
by the source interface or VLAN before any modification or processing is performed by
the switch. A copy of each packet received by the source is sent to the destination port
for that RSPAN session.

TX Source Ports

The goal of Tx source ports is to monitor as much as possible all the packets sent by the
source interface after all modification and processing is performed by the switch.

Redirect Port

RSPAN redirect function will work when RSPAN is enabled and at least one RSPAN
VLAN has been configured with redirect ports.

Modify Redirect

Click on the corresponding Modify button to edit the entries.

Modify Source

Click on the corresponding Modify button to edit the source setting for the RSPAN
VLAN on the source switch.

To remove an entry, click the corresponding Delete by VLAN icon. To search for an entry enter the appropriate information and
click the Find by VLAN button. To modify an existing entry, click the corresponding Modify button, revealing the following

window to configure:

T -
wawy ¢
T

show All RSP AN Table

Figure 2- 64. RSPAN Redirect Settings (Edit) window

The following fields can be configured:

‘ Parameter Description
VLAN Name This is the VLAN Name that, along with the VLAN ID, identifies the VLAN which will
modify the RSPAN Entries.
VID (1-4094) This is the VLAN ID that, along with the VLAN Name, identifies the VLAN which will to

modify the RSPAN Entries.

Redirect Port Action

Use the drop-down menu to select the configuration Redirect Ports Action.
Add — Add Redirect ports.
Delete — Delete Redirect ports.

Redirect Port

RSPAN redirect function will work when RSPAN is enabled and at least one RSPAN
VLAN has been configured with redirect ports.

Click Apply to implement the changes. To return to the RSPAN Settings window, click the Show All RSPAN Table link.
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To modify an existing entry of its source settings, click the corresponding Modify button in Modify Source, revealing the
following window to configure:

RSPAN Source Settings (Edit)
ViaNName [
vbawsy @

b G D@ | :
et |
Snur:e Ports Action Sl:uurl::e b4

R Somce P | ca1410
e ca141

chew Al ESPAN Table

Figure 2- 65. RSPAN Source Settings (Edit) window

The following fields can be configured:

‘ Parameter Description
VLAN Name This is the VLAN Name that, along with the VLAN ID, identifies the VLAN which will
modify the RSPAN entries.
VID (1-4094) This is the VLAN ID that, along with the VLAN Name, identifies the VLAN which will to

modify the RSPAN entries.

Mirror Group ID (1-4)

Tick the check box and enter a group ID which mirror session is used for RSPAN source
function.

Target Port

The mirror group Target Port which the mirror session used for the RSPAN source
function.

Source Ports Action

Use the pull-down menu to display the source port only.

Rx Source Ports

The goal of Rx source ports is to monitor as much as possible all the packets received
by the source interface or VLAN before any modification or processing is performed by
the switch. A copy of each packet received by the source is sent to the destination port
for that RSPAN session.

Tx Source Ports

The goal of Tx source ports is to monitor as much as possible all the packets sent by the
source interface after all modification and processing is performed by the switch.

Click Apply to implement the changes.
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SNMP Manager

SNMP Settings

Simple Network Management Protocol (SNMP) is an OSI Layer 7 (Application Layer) designed specifically for managing and
monitoring network devices. SNMP enables network management stations to read and modify the settings of gateways, routers,
switches, and other network devices. Use SNMP to configure system features for proper operation, monitor performance and
detect potential problems in the Switch, switch group or network.

Managed devices that support SNMP include software (referred to as an agent), which runs locally on the device. A defined set of
variables (managed objects) is maintained by the SNMP agent and used to manage the device. These objects are defined in a
Management Information Base (MIB), which provides a standard presentation of the information controlled by the on-board
SNMP agent. SNMP defines both the format of the MIB specifications and the protocol used to access this information over the
network.

The Switch supports the SNMP versions 1, 2c, and 3. The default SNMP setting is disabled. You must enable SNMP. Once
SNMP is enabled you can choose which version you want to use to monitor and control the Switch. The three versions of SNMP
vary in the level of security provided between the management station and the network device.

In SNMP v.1 and v.2, user authentication is accomplished using ‘community strings', which function like passwords. The remote
user SNMP application and the Switch SNMP must use the same community string. SNMP packets from any station that has not
been authenticated are ignored (dropped).

The default community strings for the Switch used for SNMP v.1 and v.2 management access are:
e public - Allows authorized management stations to retrieve MIB objects.
e private - Allows authorized management stations to retrieve and modify MIB objects.

SNMPv3 uses a more sophisticated authentication process that is separated into two parts. The first part is to maintain a list of
users and their attributes that are allowed to act as SNMP managers. The second part describes what each user on that list can do
as an SNMP manager.

The Switch allows groups of users to be listed and configured with a shared set of privileges. The SNMP version may also be set
for a listed group of SNMP managers. Thus, you may create a group of SNMP managers that are allowed to view read-only
information or receive traps using SNMPv1 while assigning a higher level of security to another group, granting read/write privi-
leges using SNMPv3.

Using SNMPv3 individual users or groups of SNMP managers can be allowed to perform or be restricted from performing
specific SNMP management functions. The functions allowed or restricted are defined using the Object Identifier (OID)
associated with a specific MIB. An additional layer of security is available for SNMPv3 in that SNMP messages may be
encrypted. To read more about how to configure SNMPv3 settings for the Switch read the next section.

Traps

Traps are messages that alert network personnel of events that occur on the Switch. The events can be as serious as a reboot
(someone accidentally turned OFF the Switch), or less serious like a port status change. The Switch generates traps and sends
them to the trap recipient (or network manager). Typical traps include trap messages for Authentication Failure, Topology Change
and Broadcast\Multicast Storm.

MIBs

The Switch in the Management Information Base (MIB) stores management and counter information. The Switch uses the
standard MIB-11 Management Information Base module. Consequently, values for MIB objects can be retrieved from any SNMP-
based network management software. In addition to the standard MIB-II, the Switch also supports its own proprietary enterprise
MIB as an extended Management Information Base. Specifying the MIB Object Identifier may also retrieve the proprietary MIB.
MIB values can be either read-only or read-write.

The Switch incorporates a flexible SNMP management for the switching environment. SNMP management can be customized to
suit the needs of the networks and the preferences of the network administrator. Use the SNMP V3 menus to select the SNMP
version used for specific tasks.

The Switch supports the Simple Network Management Protocol (SNMP) versions 1, 2¢, and 3. The administrator can specify the
SNMP version used to monitor and control the Switch. The three versions of SNMP vary in the level of security provided between
the management station and the network device.

SNMP settings are configured using the menus located on the SNMP V3 folder of the web manager. Workstations on the network
that are allowed SNMP privileged access to the Switch can be restricted with the Management Station IP Address menu.
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SNMP Trap Settings

The following window is used to enable and disable trap settings for the SNMP function on the Switch.

To view this window for configuration, click Administration > SNMP Manager > SNMP Trap Settings, as shown below:

SNMP Traps Settings

Authenticate Trap State Enahled +

Linkchange Trap State Enabled +

Linkchange Trap Settings

N S S TRy v
1% Port1  » Port1  » Enabled Apphy

Linkchange Trap Table

Port

Port

1 Enabled
2 Enabled
3 Enabled
4 Enabled
5 Enabled
6 Enabled
7 Enabled
8 Enabled
9 Enabled
10 Enabled
11 Enabled
12 Enabled
13 Enabled
14 Enabled
15 Enabled
16 Enabled
17 Enabled
18 Enabled
19 Enabled
20 Enabled
21 Enabled
22 Enabled
23 Enabled
24 Enabled
25 Enabled

Figure 2- 66. SNMP Trap Settings window

To enable or disable the Traps State, Authenticate Trap State, and/or Linkchange Trap State use the corresponding pull-down
menu to change and click Apply.

To enable or disable linkchange trap settings for individual ports, select the ports using the From and To drop-down menus, enable
State using the drop-down menu, and then click Apply.



SNMP User Table

This window displays all of the SNMP users currently configured on the Switch.

To view this window, click Administration > SNMP Manager > SNMP User Table, as shown below:

Al

Total Entries:1 (INote: Maxiimun of 10 entiies.)
SNMP User Table

initial initial V3 vie| X

Figure 2- 67. SNMP User Table window

To delete an existing SNMP User Table entry, click the % below the Delete heading corresponding to the entry you wish to
delete.

To display the detailed entry for a given user, click the View button under the Display heading. This will open the SNMP User
Table Display window, as shown below:

SNMP User Table Display

User Name initial

Group Name itnitial
SNMP Version V3

Auth-Protocol HNeone
Priv-Protocol Heone

chow Al STMFE Tser Table Entnies

Figure 2- 68. SNMP User Table Display window

The following parameters are displayed:

Parameter Description

User Name An alphanumeric string of up to 32 characters. This is used to identify the SNMP users.
Group Name This name is used to specify the SNMP group created can request SNMP messages.
SNMP Version V3 - Indicates that SNMP version 3 is in use.

Auth-Protocol None - Indicates that no authentication protocol is in use.

MD5 - Indicates that the HMAC-MD5-96 authentication level will be used.
SHA - Indicates that the HMAC-SHA authentication protocol will be used.

Priv-Protocol None - Indicates that no privacy (encryption) protocol is in use.
DES - Indicates that DES 56-bit encryption is in use based on the CBC-DES (DES-56)
standard.

To return to the SNMP User Table, click the Show All SNMP User Table Entries link. To add a new entry to the SNMP User
Table, click the Add button on the SNMP User Table window. This will open the SNMP User Table Configuration window, as
shown below:




Auth-Protocol by Password Password

Auth-Protocol by Key Eey

Priv-Protocol by Password Password |
Priv-Protocol hy key Eey |

chow All SWIEP TTser Table Entries

SNMP V3 Encryption Mone v

Figure 2- 69. SNMP User Table Configuration window

The following parameters can set:

Parameter

Description

User Name

Enter an alphanumeric string of up to 32 characters. This is used to identify the SNMP user.

Group Name

This name is used to specify the SNMP group created can request SNMP messages.

SNMP Version

V3 - Specifies that SNMP version 3 will be used.

SNMP V3 Encryption

SNMP v3 provides secure access to devices through a combination of authentication and
encrypting packets over the network. Use the drop down menu to select the type of SNMP
V3 encryption to be applied. The user can choose between None, Password or Key.

Auth-Protocol by
Password / Key

MD5 - Specifies that the HMAC-MD5-96 authentication level will be used. This is only
operable when V3 is selected in the SNMP Version field and the Encrypted check box has
been ticked. This field will require the user to enter a password.

SHA - Specifies that the HMAC-SHA authentication protocol will be used. This is only
operable when V3 is selected in the SNMP Version field and the Encrypted check box has
been ticked. This field will require the user to enter a password between 8 and 16
alphanumeric characters.

Priv-Protocol by
Password / Key

None - Specifies that no privacy (encryption) protocol is in use.

DES - Specifies that DES 56-bit encryption is in use, based on the CBC-DES (DES-56)
standard. This field is only operable when V3 is selected in the SNMP Version field and the
Encrypted check box has been ticked. This field will require the user to enter a password
between 8 and 16 alphanumeric characters.

To implement changes made, click Apply. To return to the SNMP User Table, click the Show All SNMP User Table Entries link.
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SNMP View Table

This window is used to assign views to community strings that define which MIB objects can be accessed by a remote SNMP
manager.

To view this window, click Administration > SNMP Manager > SNMP View Table, as shown below:

Add

Total Entries:8 (INote: Maximmn of 30 entries.)
SNMP View Table

restmicted 1361211 Included }‘E
restricted 1.3.61.21.11 _ Included _X:
restricted 1361631021 Inchided X
restricted 1361631121 Included x
restricted 1.36.1.6.3151.1 Included >
CormmunityView 1 _ Tneluded P
CormmumtyView [1.36163 Ezxcluded }_<|
ClommunityView | 1.365.16.31 | Tncluded x|

b

Figure 2- 70. SNMP View Table window

To delete an existing SNMP View Table entry, click the corresponding % button in the Delete column. To create a new entry,
click the Add button which will reveal a new window.

SNMP View Table Configuration

View Type Included

show AN SHIE View Table Entries

Figure 2- 71. SNMP View Table Configuration window

The SNMP View created with this table maps SNMP users (identified in the SNMP User Table) to the views created in the
previous window.

The following parameters can set:

Parameter Description

View Name Type an alphanumeric string of up to 32 characters. This is used to identify the new SNMP
view being created.

Subtree OID Type the Object Identifier (OID) Subtree for the view. The OID identifies an object tree (MIB
tree) that will be included or excluded from access by an SNMP manager.

View Type Select Included to ensure this object is included in the list of objects that an SNMP manager
can access. Select Excluded to exclude this object from the list of objects that an SNMP
manager can access.

To implement your new settings, click Apply. To return to the SNMP View Table window, click the Show All SNMP View
Table Entries link.
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SNMP Group Table

An SNMP Group created with this table maps SNMP users (identified in the SNMP User Table) to the views created in the
previous menu.

To view the SNMP Group Table window, click Administration > SNMP Manager > SNMP Group Table, as shown below:

Add

Total Entries:9 (Note: hMaximun of 30 entiies.)

public S Pvl NoAuthMNoPriv View )(_
public S Pw2 Mo duthMoPriv View Padl
initial SIS ModuthtloPriv View =
private S Pwl Mo AuthMoPriv View X
private S Pv2 MoAuthtoPriv View X
FeadGroup S Pvl Mo AuthMoPriv View X
ReadGroup SHI P2 ModuthtloPriv  View x|
Write Group S Pwl Mo AuthMoPriv View X |
Write Group SN Pv2 NoAuthMNoPriv View )(_

Figure 2- 72. SNMP Group Table window
To delete an existing SNMP Group Table entry, click the corresponding ! under the Delete heading.

To display the current settings for an existing SNMP Group Table entry, click the View button located under the Display
heading, which will show the following window.

SNMP Group Table Display
Read View Name ottty View

Write View Name

NMotify View Iame oty View

Security Iviodel SN

security Level o AuthtoPriv

chow All SWMP Group Table Entries

Figure 2- 73. SNMP Group Table Display window

To add a new entry to the Switch's SNMP Group Table, click the Add button in the upper left-hand corner of the SNMP Group
Table window. This will open the SNMP Group Table Configuration window, as shown below:
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SNMP Group Table Configuration

Group Name

Read View Name

Write View Name

Notify View Mame

Security Model SMPT v

Security Level

Show Al SNMFE Group Table Entries

Figure 2- 74. SNMP Group Table Configuration window

The following parameters can set:

Parameter

Description

Group Name

Type an alphanumeric string of up to 32 characters. This is used to identify the new SNMP
group of SNMP users.

Read View Name

This name is used to specify the SNMP group created can request SNMP messages.

Write View Name

Specify a SNMP group name for users that are allowed SNMP write privileges to the Switch's
SNMP agent.

Notify View Name

Specify a SNMP group name for users that can receive SNMP trap messages generated by
the Switch's SNMP agent.

Security Model

SNMPvV1 - Specifies that SNMP version 1 will be used.

SNMPv2 - Specifies that SNMP version 2c will be used. The SNMPv2 supports both
centralized and distributed network management strategies. It includes improvements in the
Structure of Management Information (SMI) and adds some security features.

SNMPv3 - Specifies that the SNMP version 3 will be used. SNMPv3 provides secure access
to devices through a combination of authentication and encrypting packets over the network.

Security Level

The Security Level settings only apply to SNMPv3.

NoAuthNoPriv - Specifies that there will be no authorization and no encryption of packets sent
between the Switch and a remote SNMP manager.

AuthNoPriv - Specifies that authorization will be required, but there will be no encryption of
packets sent between the Switch and a remote SNMP manager.

AuthPriv - Specifies that authorization will be required, and that packets sent between the
Switch and a remote SNMP manger will be encrypted.

To implement your new settings, click Apply. To return to the SNMP Group Table, click the Show All SNMP Group Table

Entries link.
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SNMP Community Table

Use this table to create an SNMP community string to define the relationship between the SNMP manager and an agent. The
community string acts like a password to permit access to the agent on the Switch. One or more of the following characteristics
can be associated with the community string:

An Access List of IP addresses of SNMP managers that are permitted to use the community string to gain access to the
Switch's SNMP agent.

Any MIB view that defines the subset of all MIB objects will be accessible to the SNMP community.

Read/write or read-only level permission for the MIB objects accessible to the SNMP community.

To view this window, click Administration > SNMP Manager > SNMP Community Table, as shown below:

SNMP Community Table

Fead Onky »
Apply

Total Entries:2 (Note: hMMaxiinun of 10 entiies.)
SNMP Cnmmunlty Table

prvate Comtmnity YView Eead Write X

public Community View Eead Only X

Figure 2- 75. SNMP Community Table window
The following parameters can set:

Parameter Description

Community Name Type an alphanumeric string of up to 32 characters that is used to identify members of an
SNMP community. This string is used like a password to give remote SNMP managers
access to MIB objects in the Switch's SNMP agent.

View Name Type an alphanumeric string of up to 32 characters that is used to identify the group of MIB
objects that a remote SNMP manager is allowed to access on the Switch. The view name
must exist in the SNMP View Table.

Access Right Read Only - Specifies that SNMP community members using the community string created
can only read the contents of the MIBs on the Switch.

Read Write - Specifies that SNMP community members using the community string created
can read from, and write to the contents of the MIBs on the Switch.

To implement the new settings, click Apply. To delete an entry from the SNMP Community Table, click the corresponding *!
button under the Delete heading.




SNMP Host Table

Use this window to set up SNMP trap recipients. To delete an existing SNMP Host Table entry, click the corresponding # button

under the Delete heading.

To view this window, click Administration > SNMP Manager > SNMP Host Table, as shown below:

| AddIPvdHost || AddIPviHost |

Total Entries:0 (INote: Maxiimum of 10 entiies.)

SNMP Host Table

Host IP Address SNMP Version I?T:f::mmy Name/SNMEVS User Delete

Figure 2- 76. SNMP Host Table window

Users now have the choice of adding an IPv4 or an IPv6 host to the SNMP host table. To add a new IPv4 entry to the Switch's
SNMP Host Table, click the Add 1Pv4 Host button in the upper left-hand corner of the window. This will open the SNMP Host
Table Configuration window, as shown below:

SNMP Host Table Configuration

Host IPv4 Address

SNMP Version v
Community String / SNMPv3 User Name

chow Al SHME Host Table Entries

Figure 2- 77. SNMP Host Table Configuration window for IPv4

The following parameters can set:

Parameter

Description

Host IPv4 Address

Type the IPv4 address of the remote management station that will serve as the SNMP host
for the Switch.

SNMP Version

V1 - This specifies that SNMP version 1 will be used.
V2 - To specify that SNMP version 2 will be used.

V3-NoAuth-NoPriv - To specify that the SNMP version 3 will be used, with a NoAuth-NoPriv
security level.

V3-Auth-NoPriv - To specify that the SNMP version 3 will be used, with an Auth-NoPriv
security level.

V3-Auth-Priv - To specify that the SNMP version 3 will be used, with an Auth-Priv security
level.

Community String or
SNMP V3 User Name

Type in the community string or SNMP V3 user name as appropriate.

To add a new IPv6 entry to the Switch's SNMP Host Table, click the Add IPv6 Host button in the upper left-hand corner of the
window. This will open the SNMP Host Table Configuration window, as shown below:
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SNMP Host Table Configuration
Host IPv6 Address

SNMP Version v
Community String / SNIMPv3 User Name

chow Al SWME Host Table Entries

Figure 2- 78. SNMP Host Table Configuration window for IPv6

The following parameters can set:

Parameter Description

Host IPv6 Address Type the IPv6 address of the remote management station that will serve as the SNMP host
for the Switch.

SNMP Version V1 - To specifies that SNMP version 1 will be used.

V2 - To specify that SNMP version 2 will be used.

V3-NoAuth-NoPriv - To specify that the SNMP version 3 will be used, with a NoAuth-NoPriv
security level.

V3-Auth-NoPriv - To specify that the SNMP version 3 will be used, with an Auth-NoPriv
security level.

V3-Auth-Priv - To specify that the SNMP version 3 will be used, with an Auth-Priv security
level.

Community String or | Type in the community string or SNMP V3 user name as appropriate.
SNMP V3 User Name

To implement your new settings, click Apply. To return to the SNMP Host Table window, click the Show All SNMP Host Table
Entries link.

SNMP Engine ID

The Engine ID is a unique identifier used for SNMP V3 "

implementations. This is an alphanumeric string used to
identify the SNMP engine on the Switch. 800000a030001020304

To display the Switch's SNMP Engine ID, click
Administration > SNMP Manager > SNMP Engine

ID, as shown. Figure 2- 79. SNMP Engine ID window

To change the Engine ID, enter the new Engine ID in the space provided and click the Apply button.
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Trap Source Interface Settings

This window is used to configure the trap source interface settings.

To view this window, click Administration > Trap Source Interface Settings, as shown below:

Trap Source Interface Settings
Interface Name

[Pv4 Address ]
s agaress (8}

Trap Source Interface Table

Interface Name [IPvd4 Address IPvG Address Delete

Figure 2- 80. Trap Source Interface Settings window

The following parameters can be configured:

Parameter Description

Interface Name Enter a name of the interface.

IPv4 Address Tick the check box and enter an IPv4 address.
IPv6 Address Tick the check box and enter an IPv6 address.

Click Apply to implement the changes. To remove an entry, click the corresponding 7’_( button.



sFlow

sFlow is a feature on the Switch that allows users to
monitor network traffic running through the switch
to identify network problems through packet
sampling and packet counter information of the
Switch. The Switch itself is the sFlow agent where
packet data is retrieved and sent to an sFlow
Analyzer where it can be scrutinized and utilized to
resolve the problem.

The Switch can configure the settings for the sFlow
Analyzer but the remote sFlow Analyzer device must
have an sFlow utility running on it to retrieve and
analyze the data it receives from the sFlow agent.

The Switch itself will collect three types of packet
data:

1. 1t will take sample packets from the normal
running traffic of the Switch based on a
sampling interval configured by the user.

2. The Switch will take a poll of the IF
counters located on the switch.

3. The Switch will also take a part of the

packet header. The length of the packet
header can also be determined by the user.

Once this information has been gathered by the
switch, it is packaged into a packet called an sFlow
datagram, which is then sent to the sFlow Analyzer
for analysis.

For a better understanding of the sFlow feature of
this Switch, refer to the adjacent diagram.

sFlow Global Settings
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Figure 2- 81. sFlow Basic Setup
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The following window is used to globally enable the sFlow feature for the Switch. Simply use the pull-down menu and click
Apply to enable or disable sFlow. This window will also display the sFlow version currently being utilized by the Switch, along

with the sFlow Address that is the Switch’s IP address.

To view this window, click Administration > sFlow > sFlow Global Settings, as shown below:

sFlow State

sFlow Version
sFlow IPvd Address
sFlow IPvG Address

sFlow Global Settings

Digahled «
Vo
10.50.50.90

FERN:219:5BFF FEF5:3780

Figure 2- 82. sFlow Global Settings window

The following fields are displayed:

Parameter Description




sFlow State This field allows you to globally enable or disable sFlow.
sFlow Version This displays the current sFlow version.

sFlow IPv4 This displays the sFlow IPv4 address.

Address

sFlow IPv6 This displays the sFlow IPv6 address.

Address

sFlow Analyzer Settings

The following windows are used to configure the parameters for the remote sFlow Analyzer (collector) that will be used to gather
and analyze sFlow Datagrams that originate from the Switch. Users must have the proper sFlow software set on the Analyzer in
order to receive datagrams from the switch to be analyzed, and to analyze these datagrams. Users may specify up to four unique
analyzers to receive datagrams, yet the virtual port used must be unique to each entry.

To configure the settings for the sFlow analyzer, click Administration > sFlow > sFlow Analyzer Settings, as shown below:

Add

sFlow Analyzer Settings

Total Entries: 0

Figure 2- 83. sFlow Analyzer Settings window
The following fields are displayed:

Parameter Description

Server ID This field denotes the ID of the Analyzer Server that has been added to the sFlow settings. Up
to four entries can be added with the same UDP port.

Owner Displays the owner of the entry made here. The user that added this sFlow analyzer
configured this name.

Timeout (sec) Displays the configured time, in seconds, after which the Analyzer server will time out. When
the server times out, all sFlow samples and counter polls associated with this server will be
deleted.

Countdown Time Displays the current time remaining before this Analyzer server times out. When the server

times out, all sFlow samples and counter polls associated with this server will be deleted.

Collector Address Displays the IP address of the sFlow Analyzer Server. This IP address is where sFlow
datagrams will be sent for analysis.

Collector Port Displays the previously configured UDP port where sFlow datagrams will be sent for analysis.

Max Datagram Size | This field displays the maximum number of data bytes in a single sFlow datagram that will be
sent to this sFlow Analyzer Server.

Modify Click the Modify button to display the sFlow Counter Analyzer Edit window, so that users
may edit the settings for this server.

Delete Click the corresponding % button of the entry to be deleted.

To add a new sFlow Analyzer, click the Add button in the previous window that will display the following window to be
configured:
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sFlow Analyzer Add
Analyzer Server (1-4) |1
owner |

Timeout (1-2000000 sec) 400 W s
Collector IPv4 Address 0.0.0.0 O]
Collector IPv6 Address | O

Collector Port (1-65535) F343
Max Datagram Size (300-1400) 1400

chow Al sFlow Analveer Entries

Figure 2- 84. sFlow Analyzer Add window

The following fields can be set or modified:

Parameter

Description

Analyzer Server (1-
4)

Enter an integer from 1 to 4 to denote the sFlow Analyzer to be added. Up to four entries can
be added.

Owner

Users may enter an alphanumeric string of up to 16 characters to define the owner of this
entry. Users are encouraged to give this field a name that will help them identify this entry.
When an entry is made in this field, the following Timeout field is automatically set to 400
seconds, unless the user alters the Timeout field.

Timeout (1-2000000
sec)

This field is used to specify the timeout for the Analyzer server. When the server times out, all
sFlow samples and counter polls associated with this server will be deleted. The user may set
a time between 1 and 2000000 seconds with a default setting of 400 seconds. Infinite can be
selected to ensure that it never times out.

Collector IPv4
Address

The IPv4 address of the sFlow Analyzer Server. If this field is not specified, the entry will
become 0.0.0.0 and therefore the entry will be inactive. Users must set this field when it is
selected.

Collector IPv6
Address

The IPv6 address of the sFlow Analyzer Server. If this field is not specified, the entry will
become 0 and therefore the entry will be inactive. Users must set this field when it is selected.

Collector Port (1-
65535)

The destination UDP port where sFlow datagrams will be sent. The default setting for this field
is 6343.

Max Datagram Size
(300-1400)

This field will specify the maximum number of data bytes that can be packaged into a single
sFlow datagram. Users may select a value between 300 and 1400 bytes with a default setting
of 1400 bytes.

Click Apply to save changes made.
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sFlow Sampler Settings

This window will allow users to configure the Switch’s settings for taking sample packets from the network, including the
sampling rate and the amount of the packet header to be extracted.

To configure the settings for the sFlow Sampler, click Administration > sFlow > sFlow Sampler Settings, as shown below:

»’-\.ddi Clearﬂall|

sFlow Sampler Settings

Analyzer Configured RX |Configured TX |Active RX |Active TX Max Header :

Total Entries: 0

Figure 2- 85. sFlow Sampler Settings window

The following fields are displayed:

Parameter

Description

Port

Displays the port from which packet samples are being extracted.

Analyzer Server ID

Displays the ID of the Analyzer Server where datagrams, containing the packet sampling
information taken using this sampling mechanism, will be sent.

Configured RX
Rate

Displays the configured rate of packet sampling for this port based on a multiple of 256. For
example, if a figure of 20 is in this field, the switch will sample one out of every 5120 packets
(20 x 256 = 5120) that pass through the individual port.

Configured TX Rate

Displays the configured rate of packet sampling for this port based on a multiple of 256. For
example, if a figure of 20 is in this field, the switch will sample one out of every 5120 packets
(20 x 256 = 5120) that pass through the individual port.

Active RX Rate

Displays the current rate op packet sampling being performed by the Switch for this port,
based on a multiple of 256. For example, if a figure of 20 is in this field, the switch will sample
one out of every 5120 packets (20 x 256 = 5120) that pass through the individual port.

Active TX Rate

Displays the current rate op packet sampling being performed by the Switch for this port,
based on a multiple of 256. For example, if a figure of 20 is in this field, the switch will sample
one out of every 5120 packets (20 x 256 = 5120) that pass through the individual port.

Max Header Size

Displays the number of leading bytes of the sampled packet header. This sampled header will
be encapsulated with the datagram to be forwarded to the Analyzer Server.

Modify Click this button to modify the settings for this entry. The sFlow Sampler Edit window will be
produced for the user to configure.

Delete Click the % of the corresponding entry to be deleted.

Clear All Click this button to reset the information in this window.

To add a new sFlow Sampler entry, click the Add button which will display the following window to be configured:
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sFlow Sampler Add

Unit 1%
e Sorvr D0
mcrae ooy
ETr N

chow Al sFlow Sampler Entries

Figure 2- 86. sFlow Sampler Add window

The following fields may be set:

Parameter Description
Unit Select the unit to configure.
From/To Choose the beginning and ending range of ports to be configured for packet sampling.

Analyzer Server ID
(1-4)

Enter the previously configured Analyzer Server ID to state the device that will be receiving
datagrams from the Switch. These datagrams will include the sample packet information taken
using the sampling mechanism configured here.

RX Rate (0-65535)

Users can set the rate of packet sampling here. The value entered here is to be multiplied by
256 to get the percentage of packets sampled. For example, if the user enters a figure of 20
into this field, the switch will sample one out of every 5120 packets (20 x 256 = 5120) that pass
through the individual port. Users may enter a value between 1 and 65535. An entry of O
disables the packet sampling. Since this is the default setting, users are reminded to configure
a rate here. Otherwise, this function will not work.

TX Rate (0-65535)

Users can set the rate of packet sampling here. The value entered here is to be multiplied by
256 to get the percentage of packets sampled. For example, if the user enters a figure of 20
into this field, the switch will sample one out of every 5120 packets (20 x 256 = 5120) that pass
through the individual port. Users may enter a value between 1 and 65535. An entry of 0
disables the packet sampling. Since this is the default setting, users are reminded to configure
a rate here. Otherwise, this function will not work.

Max Header Size
(18-256)

This field will set the number of leading bytes of the sampled packet header. This sampled
header will be encapsulated with the datagram to be forwarded to the Analyzer Server. The
user may set a value between 18 and 256 bytes. The default setting is 128 bytes.

Click Apply to implement the changes made.

~
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sFlow Poller Settings

The following windows will allow

the user to configure the settings for the Switch’s counter poller. This mechanism will take a

poll of the IF counters of the Switch and then package them with the other previously mentioned data into a datagram which will
be sent to the sFlow Analyzer Server for examination.

To configure the settings for the sFlow Counter Poller, click Administration > sFlow > sFlow Poller Settings, as shown below:

Add| Clear All |

sFlow Counter Poller Settings

e

Total Entries: 0

The following fields are displayed:

Figure 2- 87. sFlow Counter Poller Settings window

Parameter Description

Port Displays the port from which packet counter samples are being taken.

Analyzer Server ID | Displays the ID of the Analyzer Server where datagrams, containing the packet counter polling

information taken using this polling mechanism, will be sent.

Polling Interval The Polling Interval displayed here, is measured in seconds and will take a poll of the IF
(sec) counters for the corresponding port, every time the interval reaches 0 seconds.
Modify Click this button to modify the settings for this entry. The sFlow Counter Poller Edit window

will be produced for the user to configure.

Delete Click the corresponding % button of the entry to be deleted.

To delete all the entries in the table, click the Clear All button. To add a new sFlow Counter Poller setting, click the Add button,
which will display the following window to be configured.

Unit

From

sFlow Counter Poller Add

Analyzer Server ID (1-4)
Polling Interval (20-120 sec) Disabled

chow All sFlow Counter Poller Entries

The following fields may be set:

Figure 2- 88. sFlow Counter Poller Add window

Parameter Description

Unit Select the unit to configure.

~
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From/To Choose the beginning and ending range of ports to be configured for counter polling.

Analyzer Server ID | Enter the previously configured Analyzer Server ID to state the device that will be receiving

(1-4)

datagrams from the Switch. These datagrams will include the counter poller information taken
using the polling mechanism configured here.

Polling Interval (20- | Users may configure the Polling Interval here. The switch will take a poll of the IF counters
120 sec) every time this interval reaches 0, and this information will be included in the sFlow datagrams

that will be sent to the sFlow Analyzer for examination. Ticking the Disabled check box will
disable the counter polling for this entry.

Click Apply to implement the changes made.

Single IP Management Settings

Single IP Management (SIM) Overview

D-Link Single IP Management is a concept that stacks switches together over Ethernet instead of using stacking ports or modules.
There are some advantages in implementing the "Single IP Management" feature:

1.

SIM can simplify management of small workgroups or wiring closets while scaling the network to handle increased
bandwidth demand.

SIM can reduce the number of IP address needed in your network.

SIM can eliminate any specialized cables for stacking connectivity and remove the distance barriers that typically limit
your topology options when using other stacking technology.

Switches using D-Link Single IP Management (labeled here as SIM) must conform to the following rules:

SIM is an optional feature on the Switch and can easily be enabled or disabled through the Command Line Interface or
Web Interface. SIM grouping has no effect on the normal operation of the Switch in the user's network.

There are three classifications for SIM. The Commander Switch (CS), which is the master switch of the group, Member
Switch (MS), which is a switch that is recognized by the CS a member of a SIM group, and a Candidate Switch
(CaS), which is a Switch that has a physical link to the SIM group but has not been recognized by the CS as a
member of the SIM group.

A SIM group can only have one Commander Switch (CS).

All switches in a particular SIM group must be in the same IP subnet (broadcast domain). Members of a SIM group
cannot cross a router.

A SIM group accepts up to 33 switches (numbered 1-32), including the Commander Switch (numbered 0).

There is no limit to the number of SIM groups in the same IP subnet (broadcast domain), however a single switch can only belong
to one group.

If multiple VLANS are configured, the SIM group will only utilize the management VLAN on any switch.

SIM allows intermediate devices that do not support SIM. This enables the user to manage switches that are more than one hop
away from the CS.

The SIM group is a group of switches that are managed as a single entity. SIM switches may take on three different roles:

1.

Commander Switch (CS) - This is a switch that has been manually configured as the controlling device for a group, and
takes on the following characteristics:

It has an IP Address.
It is not a commander switch or member switch of another Single IP group.
It is connected to the member switches through its management VLAN.

Member Switch (MS) - This is a switch that has joined a single IP group and is accessible from the CS, and it takes on
the following characteristics:

It is not a CS or MS of another Single IP group.
It is connected to the CS through the CS management VLAN.

Candidate Switch (CaS) - This is a switch that is ready to join a SIM group but is not yet a member of the SIM group.
The Candidate Switch may join the SIM group of a switch by manually configuring it to be a MS of a SIM group. A
switch configured as a CaS is not a member of a SIM group and will take on the following characteristics:
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It is not a CS or MS of another Single IP group.
It is connected to the CS through the CS management VLAN

After configuring one switch to operate as the CS of a SIM group, additional switches may join the group through a direct
connection to the Commander switch. Only the Commander switch will allow entry to the candidate switch enabled for SIM. The
CS will then serve as the in band entry point for access to the MS. The CS's IP address will become the path to all MS's of the
group and the CS's Administrator's password, and/or authentication will control access to all MS's of the SIM group.

With SIM enabled, the applications in the CS will redirect the packet instead of executing the packets. The applications will
decode the packet from the administrator, modify some data, then send it to the MS. After execution, the CS may receive a
response packet from the MS, which it will encode and send it back to the administrator.

When a CaS becomes a MS, it automatically becomes a member of the first SNMP community (include read/write and read only)
to which the CS belongs. However, if a MS has its own IP address, it can belong to SNMP communities to which other switches
in the group, including the CS, do not belong.

The Upgrade to v1.61

To better improve SIM management, the Switch has been upgraded to version 1.61 in this release. Many improvements have been
made, including:

1. The Commander Switch (CS) now has the capability to automatically rediscover member switches that have left the SIM
group, either through a reboot or web malfunction. This feature is accomplished through the use of Discover packets and Maintain
packets that previously set SIM members will emit after a reboot. Once a MS has had its MAC address and password saved to the
CS’s database, if a reboot occurs in the MS, the CS will keep this MS information in its database and when a MS has been
rediscovered, it will add the MS back into the SIM tree automatically. No configuration will be necessary to rediscover these
switches.

There are some instances where pre-saved MS switches cannot be rediscovered. For example, if the Switch is still powered down,
if it has become the member of another group, or if it has been configured to be a Commander Switch, the rediscovery process
cannot occur.

2. The topology map now includes new features for connections that are a member of
a port trunking group. It will display the speed and number of Ethernet connections dlefauit 0-27-00)
creating this port trunk group, as shown in the adjacent picture.

NOTE: For more details regarding improvements made Eorhopesthos Bleabit-Hul
in SIMv1.61, please refer to the D-Link Single IP
Management White Paper located on the D-Link

website. @

(dafault 38-20-00)

3. This version will support switch upload and downloads for firmware, configuration files and log files, as follows:
e Firmware — The switch now supports MS firmware downloads from a TFTP server.

e Configuration Files — This switch now supports downloading and uploading of configuration files both to (for
configuration restoration) and from (for configuration backup) MS’s, using a TFTP server.

e Log - The switch now supports uploading MS log files to a TFTP server.

4. The user may zoom in and zoom out when utilizing the topology window to get a better, more defined view of the
configurations.

SIM Settings

All switches are set as Candidate (CaS) switches as their factory default configuration and Single IP Management will be disabled.

To view this window, click Administration > Single IP Management Settings > SIM Settings, as shown below:

SIM Settings

Figure 2- 89. SIM Settings window (Disabled)
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Change the SIM State to Enabled using the pull-down menu and click Apply. The window will then refresh and the SIM Settings
window will look like this:

SIM State Enabled +

Role State Candidate v

Group Name

Discovery Interval 30 (30-90 sec)
Hold Time 100 (100-255 sec)

Figure 2- 90. SIM Settings window (Enabled)

If the Switch Administrator wishes to configure the Switch as a Commander Switch (CS), select commander from the Role State

field and click Apply.

The following parameters can be set:

Parameters Description

SIM State Use the pull-down menu to either enable or disable the SIM state on the Switch. Disabled will
render all SIM functions on the Switch inoperable.

Role State Use the pull-down menu to change the SIM role of the Switch. The two choices are:

Candidate - A Candidate Switch (CaS) is not the member of a SIM group but is
connected to a Commander Switch. This is the default setting for the SIM role.

Commander - Choosing this parameter will make the Switch a Commander Switch
(CS). The user may join other switches to this Switch, over Ethernet, to be part of
its SIM group. Choosing this option will also enable the Switch to be configured for
SIM.

Group Name

Enter a group name in this field.

Discovery Interval

The user may set the discovery protocol interval, in seconds that the Switch will send out
discovery packets. Returning information to a Commander Switch will include information
about other switches connected to it. (Ex. MS, CaS). The user may set the Discovery Interval
from 30 to 90 seconds.

Holdtime

This parameter may be set for the time, in seconds the Switch will hold information sent to it
from other switches, utilizing the Discovery Interval. The user may set the hold time from 100 to
255 seconds.

Click Apply to implement the settings changed.

After enabling the Switch to be a Commander Switch (CS), the Single IP Management Settings folder will then contain four
added links to aid the user in configuring SIM through the web, including Topology, Firmware Upgrade, Configuration
Backup/Restore and Upload Log.
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Topology

The Topology window will be used to configure and manage the Switch within the SIM group and requires Java script to function
properly on your computer.

The Java Runtime Environment on your server should initiate and lead you to the topology window, as seen below.

File Group Device Yiew Help

; q
2 (defaultfs-26-c0) gfna‘a |

) i Device name | Local port | Speed | Remote port | hac Address | Model name
@ {defaultf-26-c0] || (default&-26-c0) |- - - |00-13-5B-F5-26-CD |DGE-2627G L3 Switch

q i 0k

Figure 2- 91. Topology window
This window holds the following information under the Data tab:

Parameter Description

Device Name This field will display the Device Name of the switches in the SIM group configured by the
user. If no Device Name is configured by the name, it will be given the name default and
tagged with the last six digits of the MAC Address to identify it.

Local Port Displays the number of the physical port on the CS that the MS or CaS is connected to. The
CS will have no entry in this field.

Speed Displays the connection speed between the CS and the MS or CaS.

Remote Port Displays the number of the physical port on the MS or CaS that the CS is connected to. The
CS will have no entry in this field.

MAC Address Displays the MAC Address of the corresponding Switch.

Model Name Displays the full Model Name of the corresponding Switch.
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To view the Topology Map, click the View menu in the toolbar and then Topology, which will produce the following window.
The Topology View will refresh itself periodically (20 seconds by default).

4. Topology: Cluster 1 = = IEllll

{defaultfi-19-3k)

default:fi-19-

= .

b B -,
Intranet Iptrartet

9 @ @ HF B ©H B

Backhone Belen (default:7d-53-80) (default:22-00-08) (default01-01-00) (default:33-13-00) (default10-23-04) {default]l 0-24-0.

G @ 4 g

Backbone Modelo Backbone C. Especialidades 1234567890 {default10-24-0¢

Java Applet Window

Figure 2- 92. Topology View window

This window will display how the devices within the Single IP Management Group are connected to other groups and devices.
Possible icons in this window are as follows:

Icon Description

Group

Layer 2 commander switch

©Q

B
y

Layer 3 commander switch

Commander switch of other group

Layer 2 member switch

Layer 3 member switch

Member switch of other group

Layer 2 candidate switch

Layer 3 candidate switch

AR 241 AT A 4L

Unknown device

|
'[
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Non-SIM devices

Tool Tips

In the Topology View window, the mouse plays an important role in configuration and in viewing device information. Setting the
mouse cursor over a specific device in the topology window (tool tip) will display the same information about a specific device as
the Tree view does. See the window below for an example.

- Fa

Mame  (defanlt:f]-ca-200
Madel : DG5-3627 L3 Swatch
M&C :00-19-5B-F1-CA-20
Local Part ;-

Bemote Port : -

Port Speed : -

(default:f1-ca-80)

Figure 6- 93. Device Information Utilizing the Tool Tip

Setting the mouse cursor over a line between two devices will display the connection speed between the two devices, as shown
below:

fdefaultjeb-23-32)

(defaultieh-23-22)

Port Speed : 100-Full

S 4

{default{20-10-01)

-

Wamm. sl
Intrartet

{default45-00-00) (default:33-13-00) (default10-24-04) (defaultE1-41-00) {default 35-26-01
Figure 2- 94. Port Speed Utilizing the Tool Tip
Right-Click

Right-clicking on a device will allow the user to perform various functions, depending on the role of the Switch in the SIM group
and the icon associated with it.
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Group Icon

{default

Pr”““""’-"’ (default EXPand
. Property
(default35-26-a0)

Figure 2- 95. Right-Clicking a Group Icon

The following options may appear for the user to configure:

Collapse - To collapse the group that will be represented by a single icon.

Expand - To expand the SIM group, in detail.

Property - To pop up a window to display the group information.

B Property @

Device Name :  [{defaultf5-26-c0)

Module Marme - |DGS-352TG L3 Switch

Mac Address :  |00-18-5B-F5-26-C0

Femaote Port Mo |-

Local Port Bao ;|-

Fort Speed ; l_
Close

I|.Java Applet Window

Figure 2- 96. Property window

This window holds the following information:

Parameter

Description

Device Name

This field will display the Device Name of the switches in the SIM group configured by the
user. If no Device Name is configured by the name, it will be given the name default and
tagged with the last six digits of the MAC Address to identify it.

Module Name

Displays the full module name of the switch that was right-clicked.

MAC Address

Displays the MAC Address of the corresponding Switch.

Remote Port No.

Displays the number of the physical port on the MS or CaS that the CS is connected to. The
CS will have no entry in this field.

Local Port No. Displays the number of the physical port on the CS that the MS or CaS is connected to. The
CS will have no entry in this field.
Port Speed Displays the connection speed between the CS and the MS or CaS

Click Close to close the Property window.
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Commander Switch Icon

N

(default3s-26-a0) (default}3s-26-a0)
E% Expand
{defaultj2q Collapse (default}a
Property
Property

Figure 2- 97. Right-Clicking a Commander Icon
The following options may appear for the user to configure:
Collapse - To collapse the group that will be represented by a single icon.
Expand - To expand the SIM group, in detail.

Property - To pop up a window to display the group information.

Member Switch Icon

_\_\_\_\_\_‘_‘——\_
ﬁ‘ Expand \@‘ Collapse
(default42 e
Remove from group (default 43 Remave from group
Configure Configure
Property Property

Figure 2- 98. Right-Clicking a Member icon
The following options may appear for the user to configure:
Collapse - To collapse the group that will be represented by a single icon.
Expand - To expand the SIM group, in detail.
Remove from group - Remove a member from a group.
Configure - Launch the web management to configure the Switch.

Property - To pop up a window to display the device information.

Candidate Switch Icon

% Expand @ Collapse

(default: (default:4
Add to group Add to group

Property Property

Figure 2- 99. Right-Clicking a Candidate icon
The following options may appear for the user to configure:
Collapse - To collapse the group that will be represented by a single icon.

Expand - To expand the SIM group, in detail.
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Add to group - Add a candidate to a group. Clicking this option will reveal the following window for the user to enter a
password for authentication from the Candidate Switch before being added to the SIM group. Click OK to enter the
password or Cancel to exit the window.

Input password F§|

Password ||

OK Cancel

Java Applet Window

Figure 2- 100. Input password window
Property - To pop up a window to display the device information.

Menu Bar
The Single IP Management window contains a menu bar for device configurations, as seen below.

File Group Device Wiew Help

Figure 2- 101. Menu Bar of the Topology View
The five menus on the menu bar are as follows.
File
Print Setup - Will view the image to be printed.
Print Topology - Will print the topology map.
Preference - Will set display properties, such as polling interval, and the views to open at SIM startup.

Group

Add to group - Add a candidate to a group. Clicking this option will reveal the following screen for the user to enter a
password for authentication from the Candidate Switch before being added to the SIM group. Click OK to enter the
password or Cancel to exit the window.

Input password P§|

Password ||

OK Cancel

Java fpplet Window

Figure 2- 102. Input password window
Remove from Group - Remove an MS from the group.
Device
Configure - Will open the Web manager for the specific device.
View
Refresh - Update the views with the latest status.
Topology - Display the Topology view.
Help
About - Will display the SIM information, including the current SIM version.
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Single IP Management

v1.61

Copyright (c) 2004 D-Link corporation
Release Date : 20050714

Ok

Java Applet Window

Figure 2- 103. About window

NOTE: Upon this firmware release, some functions of the SIM can only be
configured through the Command Line Interface. See the DGS-3600
Series CLI Refence Guide for more information on SIM and its
configurations.

Firmware Upgrade

This screen is used to upgrade firmware from the Commander Switch to the Member Switch. Member Switches will be listed in
the table and will be specified by Port (port on the CS where the MS resides), MAC Address, Model Name and Version. To
specify a certain Switch for firmware download, click its corresponding check box under the Port heading. To update the firm-
ware, enter the Server IP Address where the firmware resides and enter the Path/Filename of the firmware. Click Download to

initiate the file transfer.
To view this window, click Administration > Single IP Management Settings > Firmware Upgrade, as shown below:

Firmware Upgrade

D _[Port MAC Address ____[Model Name ___[Version _|

Server IP Address 0 ol ol ol
Path \ Filename

Figure 2- 104. Firmware Upgrade window

Configuration File Backup/Restore

This screen is used to upgrade configuration files from the Commander Switch to the Member Switch using a TFTP server.
Member Switches will be listed in the table and will be specified by Port (port on the CS where the MS resides), MAC Address,
Model Name and Version. To specify a certain Switch for upgrading configuration files, click its corresponding radio button
under the Port heading. To update the configuration file, enter the Server IP Address where the file resides and enter the
Path/Filename of the configuration file. Click Download to initiate the file transfer from a TFTP server to the Switch. Click
Upload to backup the configuration file to a TFTP server.
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Configuration File Backup/Restore

Configuration File Backup/Restore |
D _[Port [MAC Address _____[Model Name __[Version _|

Server IP Address all all all

Path ' Filename

Lpload H Download

Figure 2- 105. Configuration File Backup/Restore window

Upload Log

The following window is used to upload log files from SIM member switches to a specified PC. To upload a log file, enter the IP
address of the SIM member switch and then enter a path on your PC where you wish to save this file. Click Upload to initiate the

file transfer.

Upload Log File

I".".'[AC Address Model Name Version

Server IP Address - - -

Path \ Filename

Upload

Figure 2- 106. Upload Log File window



Section 3

L2 Features

VLAN

Trunking

IGMP Snooping

MLD Snooping

Loopback Detection Global Settings
Spanning Tree

Forwarding & Filtering
LLDP

Q-in-Q

ERPS

DULD Settings

NLB Multicast FDB Settings

The following section will aid the user in configuring security functions for the Switch all functions are discussed in detail in the
following section.

VLAN

Understanding IEEE 802.1p Priority

Priority tagging is a function defined by the IEEE 802.1p standard designed to provide a means of managing traffic on a network
where many different types of data may be transmitted simultaneously. It is intended to alleviate problems associated with the
delivery of time critical data over congested networks. The quality of applications that are dependent on such time critical data,
such as video conferencing, can be severely and adversely affected by even very small delays in transmission.

Network devices that are in compliance with the IEEE 802.1p standard have the ability to recognize the priority level of data
packets. These devices can also assign a priority label or tag to packets. Compliant devices can also strip priority tags from
packets. This priority tag determines the packet's degree of expeditiousness and determines the queue to which it will be assigned.

Priority tags are given values from 0 to 7 with 0 being assigned to the lowest priority data and 7 assigned to the highest. The
highest priority tag 7 is generally only used for data associated with video or audio applications, which are sensitive to even slight
delays, or for data from specified end users whose data transmissions warrant special consideration.

The Switch also allows further tailoring of how priority tagged data packets are handled on your network. Using queues to
manage priority tagged data allows users to specify its relative priority to suit the needs of your network. There may be
circumstances where it would be advantageous to group two or more differently tagged packets into the same queue. Generally,
however, it is recommended that the highest priority queue, Queue 7, be reserved for data packets with a priority value of 7.
Packets that have not been given any priority value are placed in Queue 0 and thus given the lowest priority for delivery.

Strict mode and weighted round robin system are employed on the Switch to determine the rate at which the queues are emptied of
packets. The ratio used for clearing the queues is 4:1. This means that the highest priority queue, Queue 7, will clear 4 packets for
every 1 packet cleared from Queue 0.

Remember, the priority queue settings on the Switch are for all ports, and all devices connected to the Switch will be affected.
This priority queuing system will be especially beneficial if your network employs switches with the capability of assigning
priority tags.

VLAN Description

A Virtual Local Area Network (VLAN) is a network topology configured according to a logical scheme rather than the physical
layout. VLANS can be used to combine any collection of LAN segments into an autonomous user group that appears as a single
LAN. VLANsS also logically segment the network into different broadcast domains so that packets are forwarded only between
ports within the VLAN. Typically, a VLAN corresponds to a particular subnet, although not necessarily.
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VLANS can enhance performance by conserving bandwidth, and improve security by limiting traffic to specific domains.

A VLAN is a collection of end nodes grouped by logic instead of physical location. End nodes that frequently communicate with
each other are assigned to the same VLAN, regardless of where they are physically on the network. Logically, a VLAN can be
equated to a broadcast domain, because broadcast packets are forwarded to only members of the VLAN on which the broadcast
was initiated.

Notes About VLANS on the Switch

No matter what basis is used to uniquely identify end nodes and assign these nodes VLAN membership, packets cannot cross
VLANS without a network device performing a routing function between the VLANSs.

The Switch supports IEEE 802.1Q VLANSs. The port untagging function can be used to remove the 802.1Q tag from packet
headers to maintain compatibility with devices that are tag-unaware.

The Switch's default is to assign all ports to a single 802.1Q VLAN named "default."
The "default” VLAN has a VID = 1.

IEEE 802.1Q VLANS
Some relevant terms:
Tagging - The act of putting 802.1Q VLAN information into the header of a packet.
Untagging - The act of stripping 802.1Q VLAN information out of the packet header.
Ingress port - A port on a switch where packets are flowing into the Switch and VLAN decisions must be made.

Egress port - A port on a switch where packets are flowing out of the Switch, either to another switch or to an end station,
and tagging decisions must be made.

IEEE 802.1Q (tagged) VLANSs are implemented on the Switch. 802.1Q VLANS require tagging, which enables them to span the
entire network (assuming all switches on the network are IEEE 802.1Q-compliant).

VLANS allow a network to be segmented in order to reduce the size of broadcast domains. All packets entering a VLAN will only
be forwarded to the stations (over IEEE 802.1Q enabled switches) that are members of that VLAN, and this includes broadcast,
multicast and unicast packets from unknown sources.

VLANS can also provide a level of security to your network. IEEE 802.1Q VLANSs will only deliver packets between stations that
are members of the VLAN.

Any port can be configured as either tagging or untagging. The untagging feature of IEEE 802.1Q VLANSs allows VLANS to work
with legacy switches that don't recognize VLAN tags in packet headers. The tagging feature allows VLANs to span multiple
802.1Q-compliant switches through a single physical connection and allows Spanning Tree to be enabled on all ports and work
normally.

The IEEE 802.1Q standard restricts the forwarding of untagged packets
to the VLAN of which the receiving port is a member. P e —
4 802.1Q Packet Forwarding|§p-

The main characteristics of IEEE 802.1Q are as follows: Ay @ — .
< Internet
Assigns packets to VLANS by filtering.

Assumes the presence of a single global spanning tree. 1 T
Uses an explicit tagging scheme with one-level tagging. = itk
Received Transmitted

802.1Q VLAN Packet Forwarding :1: _T—‘
Packet forwarding decisions are made based upon the following r ]

three types of rules: “rooied | B vocor
Ingress rules - rules relevant to the classification of received = T

frames belonging to a VLAN. =

= >

Forwarding rules between ports - decides whether to filter or . ﬁ v

| 4 VLAN Table
Filtering
Database gk
|

forward the packet.

Egress rules - determines if the packet must be sent tagged or
untagged.

| Port State

aggng o
Untaggng Appiet

Figure 3- 1. IEEE 802.1Q Packet Forwarding
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802.1Q VLAN Tags

The figure below shows the 802.1Q VLAN tag. There are four additional octets inserted after the source MAC address. Their
presence is indicated by a value of 0x8100 in the EtherType field. When a packet's EtherType field is equal to 0x8100, the packet
carries the IEEE 802.1Q/802.1p tag. The tag is contained in the following two octets and consists of 3 bits of user priority, 1 bit of
Canonical Format Identifier (CFI - used for encapsulating Token Ring packets so they can be carried across Ethernet backbones),
and 12 bits of VLAN ID (VID). The 3 bits of user priority are used by 802.1p. The VID is the VLAN identifier and is used by the
802.1Q standard. Because the VID is 12 bits long, 4094 unique VLANS can be identified.

The tag is inserted into the packet header making the entire packet longer by 4 octets. All of the information originally contained
in the packet is retained.

IEEE 802.1Q Tag

1 2 3 4
Destination Address (6 octers) |

Source Address (6 octers) |

EtherType = 0x8100 1 Tag Cortrol Information
MAC Length/Type | Begining of Batn |

Qrtets
g

|

|

|

|

|

|

|

Cyclic Redundancy Check (4 octets)

Fuserpriority| cFr | VLANZID (VID) (12 bita) 3
3 bits 1 bit 12 bits
Figure 3- 2. IEEE 802.1Q Tag

The EtherType and VLAN ID are inserted after the MAC source address, but before the original EtherType/Length or Logical
Link Control. Because the packet is now a bit longer than it was originally, the Cyclic Redundancy Check (CRC) must be
recalculated.

Addl IEEE 8d2.1
g an Q Tog o
Packat
\‘\‘\mmﬂ
Focket
7 k4 3 "
Dett. | Src | grype | Too Length/ETyps bata ';:
Priscfiy VLAN I

Figure 3- 3. Adding an IEEE 802.1Q Tag
Port VLAN ID

Packets that are tagged (are carrying the 802.1Q VID information) can be transmitted from one 802.1Q compliant network device
to another with the VLAN information intact. This allows 802.1Q VLANSs to span network devices (and indeed, the entire
network, if all network devices are 802.1Q compliant).

Unfortunately, not all network devices are 802.1Q compliant. These devices are referred to as tag-unaware. 802.1Q devices are
referred to as tag-aware.
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Prior to the adoption of 802.1Q VLANS, port-based and MAC-based VLANSs were in common use. These VLANS relied upon a
Port VLAN ID (PVID) to forward packets. A packet received on a given port would be assigned that port's PVID and then be
forwarded to the port that corresponded to the packet's destination address (found in the Switch's forwarding table). If the PVID of
the port that received the packet is different from the PVID of the port that is to transmit the packet, the Switch will drop the
packet.

Within the Switch, different PVIDs mean different VLANSs (remember that two VLANs cannot communicate without an external
router). So, VLAN identification based upon the PVIDs cannot create VLANS that extend outside a given switch (or switch stack).

Every physical port on a switch has a PVID. 802.1Q ports are also assigned a PVID, for use within the Switch. If no VLANS are
defined on the Switch, all ports are then assigned to a default VLAN with a PVID equal to 1. Untagged packets are assigned the
PVID of the port on which they were received. Forwarding decisions are based upon this PVID, in so far as VLANs are con-
cerned. Tagged packets are forwarded according to the VID contained within the tag. Tagged packets are also assigned a PVID,
but the PVID is not used to make packet-forwarding decisions, the VID is.

Tag-aware switches must keep a table to relate PVIDs within the Switch to VIDs on the network. The Switch will compare the
VID of a packet to be transmitted to the VID of the port that is to transmit the packet. If the two VIDs are different, the Switch
will drop the packet. Because of the existence of the PVID for untagged packets and the VID for tagged packets, tag-aware and
tag-unaware network devices can coexist on the same network.

A switch port can have only one PVID, but can have as many VIDs as the Switch has memory in its VLAN table to store them.

Because some devices on a network may be tag-unaware, a decision must be made at each port on a tag-aware device before
packets are transmitted - should the packet to be transmitted have a tag or not? If the transmitting port is connected to a tag-
unaware device, the packet should be untagged. If the transmitting port is connected to a tag-aware device, the packet should be
tagged.

Tagging and Untagging
Every port on an 802.1Q compliant switch can be configured as tagging or untagging.

Ports with tagging enabled will put the VID number, priority and other VLAN information into the header of all packets that flow
into and out of it. If a packet has previously been tagged, the port will not alter the packet, thus keeping the VLAN information
intact. Other 802.1Q compliant devices on the network to make packet-forwarding decisions can then use the VLAN information
in the tag.

Ports with untagging enabled will strip the 802.1Q tag from all packets that flow into and out of those ports. If the packet doesn't
have an 802.1Q VLAN tag, the port will not alter the packet. Thus, all packets received by and forwarded by an untagging port
will have no 802.1Q VLAN information. (Remember that the PVID is only used internally within the Switch). Untagging is used
to send packets from an 802.1Q-compliant network device to a non-compliant network device.

Ingress Filtering

A port on a switch where packets are flowing into the Switch and VLAN decisions must be made is referred to as an ingress port.
If ingress filtering is enabled for a port, the Switch will examine the VLAN information in the packet header (if present) and
decide whether or not to forward the packet.

If the packet is tagged with VLAN information, the ingress port will first determine if the ingress port itself is a member of the
tagged VLAN. If it is not, the packet will be dropped. If the ingress port is a member of the 802.1Q VLAN, the Switch then
determines if the destination port is a member of the 802.1Q VLAN. If it is not, the packet is dropped. If the destination port is a
member of the 802.1Q VLAN, the packet is forwarded and the destination port transmits it to its attached network segment.

If the packet is not tagged with VLAN information, the ingress port will tag the packet with its own PVID as a VID (if the port is
a tagging port). The Switch then determines if the destination port is a member of the same VLAN (has the same VID) as the
ingress port. If it does not, the packet is dropped. If it has the same VID, the packet is forwarded and the destination port transmits
it on its attached network segment.

This process is referred to as ingress filtering and is used to conserve bandwidth within the Switch by dropping packets that are
not on the same VLAN as the ingress port at the point of reception. This eliminates the subsequent processing of packets that will
just be dropped by the destination port.

Default VLANS

The Switch initially configures one VLAN, VID =1, called "default.” The factory default setting assigns all ports on the Switch to
the "default." As new VLANS are configured in Port-based mode, their respective member ports are removed from the "default."”

Packets cannot cross VLANS. If a member of one VLAN wants to connect to another VLAN, the link must be through an external
router.
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NOTE: If no VLANSs are configured on the Switch, then all packets will be forwarded to any
destination port. Packets with unknown source addresses will be flooded to all ports.
Broadcast and multicast packets will also be flooded to all ports.

An example is presented below:

VLAN Name VID Switch Ports
System (default) 1 5,6,7,8,
Engineering 2 9,10
Marketing 3 3,4

Finance 4 11,12

Sales 5 1,2,3,4

Figure 3- 4. VLAN Example - Assigned Ports

VLAN Segmentation

Take for example a packet that is transmitted by a machine on Port 1 that is a member of VLAN 2. If the destination lies on
another port (found through a normal forwarding table lookup), the Switch then looks to see if the other port (Port 10) is a member
of VLAN 2 (and can therefore receive VLAN 2 packets). If Port 10 is not a member of VLAN 2, then the packet will be dropped
by the Switch and will not reach its destination. If Port 10 is a member of VLAN 2, the packet will go through. This selective
forwarding feature based on VLAN criteria is how VLANSs segment networks. The key point being that Port 1 will only transmit
on VLAN 2.

Network resources such as printers and servers can be shared across VLANS. This is achieved by setting up overlapping VLANS.
That is ports can belong to more than one VLAN group. For example, setting VLAN 1 members to ports 1, 2, 3, and 4 and VLAN
2 members to ports 1, 5, 6, and 7. Port 1 belongs to two VLAN groups. Ports 8, 9, and 10 are not configured to any VLAN group.
This means ports 8, 9, and 10 are in the same VLAN group.

VLAN and Trunk Groups

The members of a trunk group have the same VLAN setting. Any VLAN setting on the members of a trunk group will apply to
the other member ports.

NOTE: In order to use VLAN segmentation in conjunction with port trunk groups, you can first
set the port trunk group(s), and then you may configure VLAN settings. If users wish to change
the port trunk grouping with VLANs already in place, there will be no need to reconfigure the
VLAN settings after changing the port trunk group settings. VLAN settings will automatically
change in conjunction with the change of the port trunk group settings.
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Static VLAN Entries

This window is used to create static VLAN entries on the switch.

To view this window, click L2 Features > VLAN > Static VLAN Entries, as shown below:

Add

Total Entries: 2
Current Static VLAN Entries

defalt 2l Enabled Modify | &X|
3 RG Tl Enabled Madity | X

Figure 3- 5. Current Static VLAN Entries window

The Current Static VLAN Entries window lists all previously configured VLANs by VLAN ID and VLAN Name. To delete an
existing 802.1Q VLAN, click the corresponding % button under the Delete heading.

To create a new 802.1Q VLAN, click the Add button, a new window will appear, as shown below: To configure the port settings
and to assign a unique name and number to the new VLAN see the table below.

Static VLAN

Disabled +

IIIIIBEEIHIIIIII
—

O000000o0000ooOooooooooooon
olfciicNcHoliololioNclicioliolioNolololio oo lioNo oo lONO!
| @ e e e e e e eee e e e e e e e e el el e

ellellelelle]leliollele)ellefolle]le]elle) e ol elle ) elle} ol e}le

IIIIIIIIIIIIIIIIIIIIIIIII

None T

FEgress =l==l=|=|=|=1=1=|=|=l=1=|=|=|=|=|=|=|[=|=|=|=]|=]-¢=

Show All Static VLA Entries

Figure 3- 6. Static VLAN window - Add

To return to the Current Static VLAN Entries window, click the Show All Static VLAN Entries link. To change an existing
802.1Q VLAN entry, click the corresponding Modify button, a new window will appear which will allow the user to configure
the port settings and assign a unique name and number to the new VLAN.

\ 9

NOTE: The Switch supports up to 4k static VLAN entries.

NOTE: When the PVID Auto Assign function is disabled, users must
manually configure the PVID for untagged ports or the host may not
‘ connect to the Switch correctly.
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The following fields can then be set in either the Add or Modify 802.1Q Static VLANSs windows:

] Parameter Description
Unit Select the unit you wish to configure.
VID (VLAN ID) Allows the entry of a VLAN ID in the Add window, or displays the VLAN ID of an existing
VLAN in the Modify window. VLANSs can be identified by either the VID or the VLAN name.
VLAN Name Allows the entry of a name for the new VLAN in the Add window, or displays the VLAN name

in the Modify window.

Advertisement

Enabling this function will allow the Switch to send out GVRP packets to outside sources,
notifying that they may join the existing VLAN.

Port Settings - Allows an individual port to be specified as member of a VLAN.

Tag Specifies the port as either 802.1Q tagging or 802.1Q untagged. Checking the box will desig-
nate the port as Tagged.

None Allows an individual port to be specified as a non-VLAN member.

Egress Select this to specify the port as a static member of the VLAN. Egress member ports are ports
that will be transmitting traffic for the VLAN. These ports can be either tagged or untagged.

Forbidden Select this to specify the port as not being a member of the VLAN and that the port is

forbidden from becoming a member of the VLAN dynamically.

Click Apply to implement changes made.

VLAN Trunk

This window is used to configure VLAN trunk settings.

To view this window, click L2 Features > VLAN > VLAN Trunk, as shown below:

State

VLAN Trunk Global Settings
VLAN Trunk Status Cisahled +

VLAN Trunk Settings

Member Ports [ 1AL Ports

Disabled

Figure 3- 7. VLAN Trunk Global Settings window

The following parameters can be configured:

Parameter Description

VLAN Trunk Use the pull-down menu to enable or disable VLAN trunk global status.
Status

State Use the pull-down menu to enable or disable VLAN trunk port state.

Member Ports Enter the ports for VLAN trunk. Tick the All Ports check box to select all ports.

Click Apply to implement the changes.




GVRP Settings

This window allows you to determine whether the Switch will share its VLAN configuration information with other GARP
VLAN Registration Protocol (GVRP) enabled switches. In addition, Ingress Checking can be used to limit traffic by filtering
incoming packets whose VID does not match the PVID of the port. Results can be seen in the table under the configuration

settings, as seen below.

To view this window, click L2 Features > VLAN > GVRP Settings, as shown below:

GWVRP Settings

Unit [From  |To GVRp  [meress Acceptable
Check Frame Type

1 »||Port1 | FPort1l + | Disabled | Enabled Adrnit All

GVRP Table

1 1 Dizabled Enabled A Frames
2 1 Tisabled Enahkled Al Frames
3 1 Disabled Enabled Al Frames
4 1 Dizabled Enabled A Frames
5 1 Thsabled Enahled Al Frames
£ 1 Dizabled Enabled A Frames
7 1 Tisabled Enahkled Al Frames
] 1 Dizabled Enabled A Frames
] 1 Tisabled Enahbled Al Frames
10 1 Disabled Enabled Al Frames
11 3 Dizabled Enabled A Frames
12 1 Tizabled Enahled Al Frames
13 1 Dizabled Enabled A Frames
14 1 Tisabled Enahbled Al Frames
15 1 Dizabled Enabled A Frames
16 1 Tisabled Enahbled Al Frames
17 1 Disabled Enabled Al Frames
138 1 Dizabled Enabled A Frames
19 1 Tizabled Enahled Al Frames
20 1 Dizabled Enabled A Frames
21 1 Tisabled Enahbled Al Frames
22 1 Dizabled Enabled A Frames
23 1 Tisabled Enahbled Al Frames
24 1 Disabled Enabled Al Frames
23 1 Dizabled Enabled A Frames

Figure 3- 8. GVRP Settings window

The following parameters may be configured.

Parameter Description
Unit Select the unit to configure.
From/To These two fields allow you to specify the range of ports that will be included in the Port-based VLAN

that you are creating using the 802.1Q Port Settings window.
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PVID

The read-only field in the 802.1Q Port Table shows the current PVID assignment for each port,
which may be manually assigned to a VLAN when created in the 802.1Q Port Settings table. The
Switch's default is to assign all ports to the default VLAN with a VID of 1. The PVID is used by the
port to tag outgoing, untagged packets, and to make filtering decisions about incoming packets. If
the port is specified to accept only tagged frames - and the tagging packet is forwarded to the port
for transmission, then the untagged packets will be dropped. When the packet arrives at its
destination, the receiving device will use the PVID to make VLAN forwarding decisions. If the port
receives a packet, and Ingress filtering is enabled, the port will compare the VID of the incoming
packet to its PVID. If the two are unequal, the port will drop the packet. If the two are equal, the port
will receive the packet.

GVRP The GARP VLAN Registration Protocol (GVRP) enables the port to dynamically become a member
of a VLAN. GVRP is Disabled by default.

Ingress This field can be toggled using the space bar between Enabled and Disabled. Enabled enables the

Check port to compare the VID tag of an incoming packet with the PVID number assigned to the port. If the
two are different, the port filters (drops) the packet. Disabled disables ingress filtering. Ingress
Checking is Enabled by default.

Acceptable | This field denotes the type of frame that will be accepted by the port. The user may choose between

Frame Tagged Only, which means only VLAN tagged frames will be accepted, and Admit_All, which mean

Type both tagged and untagged frames will be accepted. Admit_All is enabled by default.

Click Apply to implement changes made.

98




Double VLAN

Double or Q-in-Q VLANSs allow network providers to expand their VLAN configurations to place customer VLANSs within a
larger inclusive VLAN, which adds a new layer to the VLAN configuration. This basically lets large ISP's create L2 Virtual
Private Networks and also create transparent LANSs for their customers, which will connect two or more customer LAN points
without over-complicating configurations on the client's side. Not only will over-complication be avoided, but also now the
administrator has over 4000 VLANSs in which over 4000 VLANSs can be placed, therefore greatly expanding the VLAN network
and enabling greater support of customers utilizing multiple VLANSs on the network.

Double VLANSs are basically VLAN tags placed within existing IEEE 802.1Q VLANSs which we will call SPVIDs (Service
Provider VLAN IDs). These VLANs are marked by a TPID (Tagged Protocol ID), configured in hex form to be encapsulated
within the VLAN tag of the packet. This identifies the packet as double-tagged and segregates it from other VLANS on the
network, therefore creating a hierarchy of VLANs within a single packet.

Here is an example Double VLAN tagged packet.

Destination Address | Source Address | SPVLAN (TPID + 802.1Q CEVLAN Tag Ether Type | Payload
Service Provider (TPID + Customer VLAN
VLAN Tag) Tag)

Consider the example below:

Customer A
VLANSs
VID 1-100

Customer B
VLANs
VID 1-100
CGEVLAN
10—
R
T — Service Provider
- N . sy —
- - T - Access Network
CEVLAN -1 ]
-
e SPVYLAN 100

T~ GEVLAN10

T 7 Gigabit Uplink Ports
ervice Provider SPYLAN 50
Network ~ CEVLAN 10

e
P

F

R Service Provider
T e s —
= - Access Network

/ B

Customer B
VLANs
VID 1-100
Customer A
VLANs
VID 1-100

Figure 3- 9. Double VLAN Example

In this example, the Service Provider Access Network switch (Provider edge switch) is the device creating and configuring
Double VLANs. Both CEVLANSs (Customer VLANS), 10 and 11, are tagged with the SPVID 100 on the Service Provider Access
Network and therefore belong to one VLAN on the Service Provider’s network, thus being a member of two VLANS. In this way,
the Customer can retain its normal VLAN and the Service Provider can congregate multiple Customer VLANSs within one
SPVLAN, thus greatly regulating traffic and routing on the Service Provider switch. This information is then routed to the Service
Provider’s main network and regarded there as one VLAN, with one set of protocols and one routing behavior.
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Regulations for Double VLANS

Some rules and regulations apply with the implementation of the Double VLAN procedure.
1. All ports must be configured for the SPVID and its corresponding TPID on the Service Provider’s edge switch.

2. All ports must be configured as Access Ports or Uplink ports. Access ports can only be Ethernet ports while Uplink ports
must be Gigabit ports.

Provider Edge switches must allow frames of at least 1522 bytes or more, due to the addition of the SPVID tag.

4. Access Ports must be an un-tagged port of the service provider VLANSs. Uplink Ports must be a tagged port of the service
provider VLANS.

5. The switch cannot have both double and normal VLANS co-existing. Once the change of VLAN is made, all Access
Control lists are cleared and must be reconfigured.

6. Once Double VLANS are enabled, GVRP must be disabled.
7. All packets sent from the CPU to the Access ports must be untagged.
8. The following functions will not operate when the switch is in Double VLAN mode:

e Guest VLANSs

e \Web-based Access Control

e IP Multicast Routing

e GVRP

e All Regular 802.1Q VLAN functions

Double VLAN Settings
This window is used to enable the double VLAN settings on the Switch.

To view this window, click L2 Features > VLAN > Double VLAN, as shown below:

Double VLAN State Settings
Double VLAN State |EMEEERRRS

Figure 3- 10. Double VLAN State Settings window

Choose Enabled using the pull-down menu and click Apply. The user will be prompted with the following warning window.
Click OK to continue.

Microsoft Internet Explorer, E|

Different Double YLAMN skate between the system running and the configuration File
- will cause all setting back ko default value,
Are you sure ko proceed this configuration?

Ik, l [ Zancel

After being prompted with a success message, the user will be presented with this window to configure for Double VLANS.
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Double VLAN State Settings

Double VLAN State |[Jsile=ERES Ay

Al

Total Entries: 1
Double VLAN Table

default 08100  View| Modiy | X

Figure 3- 11. Double VLAN State Settings window (Enabled)

|

Parameters shown in the previous window are explained below:

Parameter Description

Double VLAN Use the pull-down menu to enable or disable the Double VLAN function on this Switch. Enabling

State the Double VLAN will return all previous VLAN configurations to the factory default settings and
remove Static VLAN configurations from the GUI.

SPVID The VLAN ID number of this potential Service Provider VLAN.

VLAN Name The name of the VLAN on the Switch.

TPID The tagged protocol ID of the corresponding VLAN that will be used in identification of this
potential Double VLAN, written in hex form.

The user may view configurations for a Double VLAN by clicking its corresponding ﬂ button, which will display the following
read-only window.

Double VLAN Information

1
AN Name default
PID Oxza100
plink Ports
Access Ports 1-12
nknown Ports

chow Double VLAN Entries

Figure 3- 12. Double VLAN Information window

Parameters shown in the previous window are explained below:

Parameter Description

SPVID The VLAN ID number of this potential Service Provider VLAN.

VLAN Name The name of the VLAN on the Switch.

TPID The tagged protocol ID of the corresponding VLAN that will be used in identification of this
potential Double VLAN, written in hex form.

Uplink Ports These ports are set as uplink ports on the Switch. Uplink ports are for connecting Switch VLANs
to the Service Provider VLANs on a remote source. Only gigabit ports can be configured as
uplink ports.
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Access Ports

These are the ports that are set as access ports on the Switch. Access ports are for connecting
Switch VLANSs to customer VLANSs. Gigabit ports cannot be configured as access ports.

Unknown Ports

These are the ports that are a part of the VLAN but have yet to be defined as Access or Uplink
ports.

To create a Double VLAN, click the Add button, revealing the following window for the user to configure.

Double VLAN Creation

SPVID (1-4094)
TPID (0x0-0xfff) OxE1 00

chow Double VLAT Entries

Figure 3- 13. Double VLAN Creation window

To create a Double VLAN, enter the following parameters and click Apply.

Parameter Description

VLAN Name Enter the pre-configured VLAN name to create as a Double VLAN.

SPVID Enter the VID for the Service Provider VLAN with an integer between 1 and 4094.
TPID Enter the TPID in hex form to aid in packet identification of the Service Provider VLAN.

Click Apply to implement changes made.

To configure the parameters for a previously created Service Provider VLAN, click the =i | putton of the corresponding SPVID
in the Double VLAN Table. The following window will appear for the user to configure.

Double VLAN Configuration

TPID (0x0-OxfTi)

Port Type Access ¥

Port List

chow Double VLAT Entries

default

Add Ports v

Figure 3- 14. Double VLAN Configuration window

To configure a Double VLAN, enter the following parameters and click Apply.

Parameter

Description

VLAN Name

The name of the pre-configured VLAN name to be configured.

TPID (0x0-0xffff)

The tagged protocol ID. Enter the new TPID in hex form to aid in packet identification of the
Service Provider VLAN.

Operation

Allows one of the following three acts to be performed:

Add Ports — Will allow users to add ports to this Service Provider VLAN using the Port List field
below.
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Delete Ports — Will allow users to remove ports from the Service Provider VLAN configured,
using the Port List field below.
Config TPID — Will allow users to configure the Tagged Protocol ID of the Service Provider
VLAN, in hex form.

Port Type Allows the user to choose the type of port being utilized by the Service Provider VLAN. The user
may choose:
Access - Access ports are for connecting Switch VLANs to customer VLANs. Gigabit ports
cannot be configured as access ports.
Uplink - Uplink ports are for connecting Switch VLANs to the Provider VLANs on a remote
source. Only gigabit ports can be configured as uplink ports.

Port List Use the From and To fields to set a list of ports to be placed in, or removed from, the Service
Provider VLAN. The beginning and end of the port list range are separated by a dash.

PVID Auto Assign

This enables the PVID Auto Assign features on the switch.

To view this table, click L2 Features > VLAN > PVID Auto Assign, as shown below:

PVID Auto Assign Settings
PVID Auto Assign State Enabled =

Figure 3- 15. PVID Auto Assign Settings window

When Enabled, PVID will be automatically assigned when adding a port to a VLAN as an untagged member port.

MAC-based VLAN Settings

This table is used to create MAC-based VLAN entries on the switch. A MAC Address can be mapped to any existing static
VLAN and multiple MAC addresses can be mapped to the same VLAN. When a static MAC-based VLAN entry is created for a
user, the traffic from this user is able to be serviced under the specified VLAN regardless of the authentiucation function operated

on the port.

To view this window, click L2 Features > VLAN > MAC-based VLAN Settings, as shown below:

MAC-based VLAN Settings
MAC Address

LAN MName

Total Entries: 1
MAC-based VLAN Table

x

00-00-00-00-00-01 409 Active Static

chow Al WAC -based VLAM Table

| Add || Find | Delete Al |

Figure 3- 16. MAC-based VLAN Settings window
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The following parameters can be configured

Parameter Description
MAC Address Specifies the MAC Address of the entry you wish to Add or Find.
VLAN Name Specifies the VLAN to be associated with the MAC Address.

Protocol VLAN

The Switch incorporates the idea of protocol-based VLANS. This standard, defined by the IEEE 802.1v standard maps packets to
protocol-defined VLANSs by examining the type octet within the packet header to discover the type of protocol associated with it.
After assessing the protocol, the Switch will forward the packets to all ports within the protocol-assigned VLAN. This feature will
benefit the administrator by better balancing load sharing and enhancing traffic classification. The Switch supports fourteen pre-
defined protocols for configuration. The user can define a protocol by properly configuring the protocol value.

The following is a list of protocol values for some common protocols.

Protocol Type Header in Hexadecimal Form
IP over Ethernet 0x0800
IPX 802.3 OxFFFF
IPX 802.2 OxEOEO
IPX SNAP 0x8137
IPX over Ethernet2 | 0x8137
decLAT 0x6004
SNA 802.2 0x0404
netBios 0xFOFO
XNS 0x0600
VINES 0xOBAD
IPV6 0x86DD
AppleTalk 0x809B
RARP 0x8035
SNA over Ethernet2 | 0x80D5

Table 3- 1. Protocol VLAN and the corresponding protocol value

The following windows are used to create Protocol VLAN groups on the switch. The purpose of these Protocol VLAN groups is
to identify ingress untagged packets and quickly and accurately send them to their destination. Ingress untagged packets can be
identified by a protocol value in the packet header, which has been stated here by the user. Once identified, these packets can be
tagged with the appropriate tags for VLAN and priority and then relayed to their destination.

To achieve this goal, users must first properly set the type of protocol, along with the identifying value located in the packet
header and apply it to a protocol group, which is identified by an ID number. Once the group has been created and configured,
then users must add it to a port or set of ports using the Protocol VLAN Port Settings window, and configure the appropriate
VLAN and priority tags for these untagged packets. When these actions are completed and saved to the switch, then the ingress
and untagged packets can be appropriately dealt with and forwarded through the switch.

Protocol VLAN Group Settings

This window is used to begin the Protocol Group VLAN configurations.
To view this window, click L2 Features > VLAN > Protocol VLAN > Protocol VLAN Group Settings, as shown below:
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A

Protocol VLAN Group Settings

Total Entries: 0

Figure 3- 17. Protocol VLAN Group Settings window
Click the Add button to reveal the following window for the user to configure:

Protocol VLAN Group - Add
Group ID (1-16) 1
Action Add  w

Protocol Ethemet Il w

Protocol Value 0
Apply

Show All Protocol VLAN Group Entries

Figure 3- 18. Protocol VLAN Group — Add window
The Add and Modify windows of the Protocol VLAN Group hold the following fields to be configured:

Parameter Description

Group ID (1-16) | Enter an integer from 1 to 16 to identify the protocol VLAN group being created here. For the
Modify window, this field will display the Protocol Group ID number of the group being configured.

Action Use the pull-down menu to add or delete the protocol to this group. This protocol is identified using
the following Protocol field.

Protocol Use the pull-down menu to select the frame type to be added or deleted from this profile. The
frame type indicates the frame format. The user has three choices for frame type:

Ethernet Il — Choose this parameter if you wish this protocol group to employ the Ethernet Il
frame type. In this frame type, the protocol is identified by the 16-bit (2 octet) IEEE802.3
type field in the packet header, which is to be stated using the following Protocol Value.

IEEEB02.3 SNAP — Choose this parameter if you wish this protocol group to employ the Sub
Network Access Protocol (SNAP) frame type. For this frame type, the protocol is
identified by the 16-bit (2 octet) IEEE802.3 type field in the packet header, which is to be
stated using the following Protocol Value.

IEEEB02.3 LLC — Choose this parameter if you wish this protocol group to employ the Link
Logical Control (LLC) frame type. For this frame type, the protocol is identified by the 2-
octet IEEE802.3 Link Service Access Point (LSAP) pair field in the packet header, which
is to be stated using the following Protocol Value. The first octet defines the Destination
Service Access Point value and the second octet is the Source Service Access Point
(SSAP) value.

Protocol Value | Enter the corresponding protocol value of the protocol identified in the previous field. This value
must be stated in a hexadecimal form.

Click Apply to implement changes made.

Protocol VLAN Port Settings

The following window is used to add a Protocol VLAN Group profile to a port or list of ports and adjust the tags for incoming
untagged packets before being relayed through the Switch.
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To view this window, click L2 Features > VLAN > Protocol VLAN > Protocol VLAN Port Settings, as shown below:

) Skt AL e
St A1 G

VLANID / VLAN Name @ VID O VLAN Name

Port List

Protocol VLAN Port Table
Protocol Group 1D VID VLAN Name

Total Entries: 0

Show All Protocol VLAN Port Table Entries

Figure 3- 19. Protocol VLAN Port Settings window

The following fields may be configured:

Parameter Description

Port List Use this parameter to assign ports to a Protocol VLAN Group or remove them from the Protocol
VLAN Group. Ticking the Select All Ports check box will configure this Protocol VLAN Group to
all ports on the switch.

Action Use the pull-down menu to add or delete the following Group ID to or from the ports selected in
the previous field.

Group ID (1-16) Enter the ID number of the Protocol VLAN Group for which to add or remove from the selected
ports. Ticking the Select All Groups check box will apply all Protocol VLAN groups to the ports
listed in the Port List field.

VLAN ID / VLAN Use this field to add a VLAN to be associated with this configuration. Select the correct radio
Name button if you are using a VLAN Name or a VID (VLAN ID).

Click Apply to implement changes made. The Protocol VLAN Port Table in the bottom half of the window will display correctly
configured ports to Protocol Group configurations, along with associated VLANSs and priorities. Users may use the Port List
Search in the middle of the window to display configurations based on ports on the switch. Clicking the Show All Protocol VLAN
Port Table Entries link will display all Protocol VLAN Port Table entries.

Subnet VLAN

The Subnet VLAN section includes Subnet VLAN Settings and VLAN Precedence Settings. Subnet VLAN is used to assign VIDs
for untagged or priority-tagged frames based on source IPv4 or IPv6 address. If the ingress frame is untagged or priority-tagged
frame, the source IPv4 address or the upper 64 bits of the IPv6 source address of the frame will be used as a key to look up the
subnet VLAN table. If there is a matched entry, the VID of the frame will be picked up from the matched entry. If the frame is
untagged, the priority will be picked up from it too. For priority-tagged packet, its priority will not change.

Subnet VLAN can support making an IP address map to any existing static VLAN, but it can’t support making the same IP
address mapping to more than one VLAN. The VLAN classification precedence is configurable on each port. The default value is
MAC-based VLAN classification precedence.

Note:

1. If the IP address of the received untagged packet matches two entries in the table, the longest-prefix match order is used.
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2. To make the subnet VLAN work well, users must add the ingress port to the VLAN member ports.

3. The subnet VLAN may affect the authorization protocol, such as 802.1X, WAC, JWAC, MAC-based access control, and
compound authentication. Since the authorized port will be assigned to target VLANS and set its PVID to the target
VLAN ID, if the subnet VLAN takes effect, the ingress packets on this port may not be classified to target VLANSs and
may cause the authorization protocol to work less efficiently.

Subnet VLAN Settings
To view this window, click L2 Features > VLAN > Subnet VLAN > Subnet VLAN Settings, as shown below:

Subnet VLAN Setl:ings

N N R . R "
| [WLAN Name + [Pwd Address » 0 »|| Apply

Total Entries: 0 [viewAn ][ Delete All ]
Subnet VLAN Table

Figure 3- 20. Subnet VLAN Settings window

‘ Parameter Description
Action Use the pull-down menu to Add, Delete or Find the subnet VLAN.
VLAN Use the pull-down menu to select VLAN Name or VID to enter in the field next to it.

Network Address | Use the pull-down menu to select IPv4 Address or IPv6 Address to enter in the field next to it.

Priority Use the pull-down menu to select priority O to 7.

Click Apply to implement the changes. Click View All to see all the entries. Click Delete All to remove all the entries.
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VLAN Precedence Settings

This window is used to configure VLAN precedence settings.
To view this window, click L2 Features > VLAN > Subnet VLAN > VLAN Precedence Settings, as shown below:

1| Portl v [Portl w MAC-hased VLAN v

1 MAC based VLAN

2 MAC-based WLAN

3 MAC-based WLAN

4 MAC-based VLA

5 MAC-based VLA

6 MAC-bazed VLA

7 WAC-based VLA

2 MAC based VLA

9 MAC based VLAN

10 MAC-based VLAN

11 MAC-based VLAN

12 WAC-based VLAN

13 WAC-based VLAN

14 WAC-based VLA

15 WAC-based VLA

16 WAC-based VLAN

17 MAC-based VLAN

18 MAC-based VLAN

19 MWAC-based VLAN

20 WAC-based VLAN

21 WAC-based VLAN

22 WAC-based VLA

23 MAC-based VLA

24 MWAC-based VLAN

25 MAC-based VLAN

Figure 3- 21. VLAN Precedence Settings window

Parameter Description
Unit Select the switch in the switch stack to be modified.
From/To These two fields allow the range of ports that will be included in the VLAN precedence.
VLAN Use the pull-down menu to select the VLAN precedence as MAC-based VLAN or Subnet VLAN.
Precedence

Click Apply to implement the changes.
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Super VLAN

This section is used to create a super VLAN. The specified VLAN must be an 802.1Q VLAN. If the specified VLAN does not
exist, the operation will not be successful.

NOTE:
1. If a user specifies the super VLAN name, the VLAN must be an existing 802.1Q VLAN.
2. L3 route protocols, VRRP, multicast protocols, and IPV6 protocols cannot run on a super VLAN interface.

A super VLAN is used to aggregate multiple sub VLANS in the same IP subnet. A sub-VLAN is a L2 separate broadcast domain.
The super VLAN cannot have any physical member ports; hosts reside on sub VLANs. Once an IP interface is bound to a super
VLAN, the proxy ARP will enable automatically on the interface for communication between its sub VLANS. If an IP interface is
bound to a super VLAN, it cannot bind to other VLANS. A super VLAN cannot be a sub VLAN of other super VLANS.

Super VLAN Settings

This window is used to configure a super VLAN.

To view this window, click L2 Features > VLAN > Super VLAN > Super VLAN Settings, as shown below:

Add

Super VLAN Table

:I |

VID (1-4094)

Total Entries: 0
Super VLAN Table

Supor VLAY VLAN Name [ Subnot—[Opor Sts 5 VD oty [peiie

Figure 3- 22. Super VLAN Table window
Click the Add button to reveal the following window for the user to configure:

Super VLAN Settings (Add)
Name )

VID (1-4094) o

Sub VID List

chow All Super VLA Entries

Figure 3- 23. Super VLAN Settings (Add) window
The following fields may be configured:

‘ Parameter Description
VLAN Name Enter the name of the super VLAN. The VLAN name must be an existing 802.1Q VLAN.
VID (1-4094) Enter the VLAN ID of the super VLAN.
Sub VID List Enter the sub VLANS of the super VLAN. By default, a newly created super VLAN does not have
any sub VLANSs configured.

Click Apply to implement changes made.



Sub VLAN Settings

This window is used to configure the sub VLANS of a super VLAN. A sub VLAN only can belong to one super VLAN and users
cannot bind an IP interface to it. The maximum number of sub VLANS for a super VLAN is 80.

To view this window, click L2 Features > VLAN > Super VLAN > Sub VLAN Settings, as shown below:

Sub VLAN Table
VLAN Name

VID (1-4094)

Sub VLAN Table

sV e wevd [
173 Active 172 bodity
s w S
201 Inactive 10 192.168.2.0-192.1682 255 hdodity
202 Inactive 10 192.168.3.0-192.168.3.255 hodify
E62 Inactive g6l kAot

Figure 3- 24. Sub VLAN Table window

The following fields may be configured:

\ Parameter Description
VLAN Name Enter the name of the sub VLAN.
VID (1-4094) Enter the VLAN ID of the sub VLAN.

Clicking the Modify button will open the Sub VLAN Table — Edit window, shown below:

Sub VLAN Settings (Edit)
VID (1-4094)
Action

From IP Address
To IP Address

Show All Sub VLAN Entries
Figure 3- 25. Sub VLAN Table — Edit window

The following fields may be configured:

Parameter Description

Action Use the drop-down menu to choose the desired action.

From IP Address | Enter the IP address to start from.

To IP Address Enter the IP address to end with.
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Trunking

Understanding Port Trunk Groups

Port trunk groups are used to combine a number of ports together to make a single high-bandwidth data pipeline. The Switch
supports this function on all its 10/100/1000 Ethernet Ports and on all its 10G interfaces. The 10/100/1000 ports support up to 32
port trunk groups with 2 to 8 ports in each group. A potential bit rate of 8000 Mbps can be achieved when using the
10/100/1000Mbps Ethernet ports. The 10G interfaces also support port trunk groups with 2 interfaces in each group.

An Example of Link Aggregation

4 Ethernet Backbone

LI
Port Trunk Group ]
11 11

Ethernet Switch 1111

EEEE EEEE

|

100 Mbps 100 Mbps 100 Mbps
10/ 100 Mbps Connection 10#100 Mbps Connection 10/100 Mbps Connection

Qéu &

End Station Clients

Figure 3- 26. Example of Port Trunk Group

The Switch treats all ports in a trunk group as a single port. Data transmitted to a specific host (destination address) will always be
transmitted over the same port in a trunk group. This allows packets in a data stream to arrive in the same order they were sent.

NOTE: If any ports within the trunk group become disconnected, packets intended
for the disconnected port will be load shared among the other linked ports of the link
aggregation group.
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Link aggregation allows several ports to be grouped together and to act as a single link. This gives a bandwidth that is a multiple
of a single link's bandwidth.

Link aggregation is most commonly used to link a bandwidth intensive network device or devices, such as a server, to the
backbone of a network.

The Switch allows the creation of up to 32 link aggregation groups, each group consisting of two to eight links (ports). All of the
ports in the group must be members of the same VLAN, and their STP status, static multicast, traffic control, traffic segmentation,
port bandwidth and 802.1p default priority configurations must be identical. Port security, port mirroring and 802.1X must not be
enabled on the trunk group. Further, the aggregated links must all be of the same speed when in the LACP state and should be
configured as full duplex.

The Master Port of the group is to be configured by the user, and all configuration options, including the VLAN configuration that
can be applied to the Master Port, are applied to the entire link aggregation group.

Load balancing is automatically applied to the ports in the aggregated group, and a link failure within the group causes the
network traffic to be directed to the remaining links in the group.

The Spanning Tree Protocol will treat a link aggregation group as a single link, on the switch level. On the port level, the STP will
use the port parameters of the Master Port in the calculation of port cost and in determining the state of the link aggregation group.
If two redundant link aggregation groups are configured on the Switch, STP will block one entire group; in the same way STP will
block a single port that has a redundant link.
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Link Aggregation

This table is used to configure port trunking on the switch.

To view this table, click L2 Features > Trunking > Link Aggregation, as shown below:

Al

Total Entries: 0
Link Aggregation Group Entries

LnkAggregation Growp Entries
oo e o otoaty [paiie _

Figure 3- 27. Link Aggregation Group Entries window

To configure port trunk groups, add a new trunk group and use the Link Aggregation Group Configuration window (see
example below). To modify a port trunk group, click the Hyperlinked Group ID. To delete a port trunk group, click the
corresponding # under the Delete heading in the Link Aggregation Group Entries window.

Link Aggregation Group Configuration

Group ID

LACE s
Disabled =

1 » | Fortl

1 |w
32345 (6] 7 8 19 10]11[12]13]14 15|16 1728 19120 21 12 23 28] 25

s s fassfff s SassqEnmn

Mote(1) It is onlywalid to set up at most & member ports of any one trunk group and a port can be a
member of only one trunk group at a time.

chow Al Tinke Agoregation Group Entries
Figure 3- 28. Link Aggregation Group Configuration window

The user-changeable parameters are as follows:

Parameter Description
Group ID Select an ID number for the group, between 1 and 32.
Type This pull-down menu allows you to select between Static and LACP (Link Aggregation Control

Protocol). LACP allows for the automatic detection of links in a Port Trunking Group.

State Trunk groups can be toggled between Enabled and Disabled. This is used to turn a port
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trunking group on or off. This is useful for diagnostics, to quickly isolate a bandwidth intensive
network device or to have an absolute backup aggregation group that is not under automatic
control.

Master Port Choose the Master Port for the trunk group using the pull-down menu.

Unit Select the unit you wish to configure.

Member Ports Choose the members of a trunked group. Up to eight ports per group can be assigned to a
group.

Flooding Port A trunking group must designate one port to allow transmission of broadcasts and unknown
unicasts.

After setting the parameters, click Apply to allow changes to be implemented. Successfully created trunk groups will be shown in
the Link Aggregation Group Entries table.

LACP Port Settings
This window is used in conjunction with the Link Aggregation ;
window to create port trunking groups on the Switch. The user may

set which ports will be active and passive in processing and sending
LACP control frames.

To view this window, click L2 Features > Trunking > LACP Port
Settings, as shown.

2]
g
=4

The user may set the following parameters: 1 Passive
) t D ioti | 2 Pazsive
arameter escription : —
. . . . 4 Passive
Unit Select the unit you wish to configure. s -
ASSIVE
From/To A consecutive group of ports may be ; Pass%ve
! . . 7 Pazsive
configured starting with the selected port. g —
ASSIVE
Mode Active - Active LACP ports are capable of | | P‘"‘ssf"e
processing and sending LACP control | |!° M
frames. This allows LACP compliant devices | |!! Passive
to negotiate the aggregated link so the group | |12 Passive
may be changed dynamically as needs | |13 Passive
require. In order to utilize the ability to | |14 Passive
change an aggregated port group, that is, to | |15 Passive
add or subtract ports from the group, at least | |i5 Passive
one of the participating devices must | |5 Passive
designate LACP ports as active. Both 18 Passive
devices must support LACP. 5 o—
Passive - LACP ports that are designated as | |20 Passive
passive cannot initially send LACP control 21 Passive
frames. In order to allow the linked port 92 Passive
group to negotialte adjustments and make | |3 Passive
changes_ dynamically, one end of the | |, Passive
connection must have "active" LACP ports | | . -
ASSIVE
(see above).

Figure 3- 29. LACP Port Settings window
After setting the previous parameters, click Apply to allow your
changes to be implemented.
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IGMP Snooping

Internet Group Management Protocol (IGMP) snooping allows the Switch to recognize IGMP queries and reports sent between
network stations or devices and an IGMP host. When enabled for IGMP snooping, the Switch can open or close a port to a

specific device based on an IGMP message passing through the Switch.

In order to use IGMP snooping, it must first be enabled for the entire Switch (see the DGS-3600 Web Management Tool). You
may then fine-tune the settings for each VLAN using the IGMP Snooping link in the L2 Features folder. When enabled for
IGMP snooping, the Switch can open or close a port to a specific multicast group member based on IGMP messages sent from the
device to the IGMP host or vice versa. The Switch monitors IGMP messages and discontinues forwarding multicast packets when

there are no longer hosts requesting that they continue.

IGMP Snooping Settings

Use the IGMP Snooping Settings window to view IGMP snooping configurations.

To view this window, click L2 Features > IGMP Snooping > IGMP Snooping Settings, as shown below:

IGMP Multicast Router Only Settings
IGMP Multficast Ronter Only Disabled +

Total Entries: 4

IGMP Snooping Settings

Disabled Disabled

4092 v3 Disabled Disabled
4093 v2 Disabled Disabled
4094 vl Disabled Disabled

1 defanl [

Apply

Modify
Modify

B

Figure 3- 30. IGMP Snooping Settings window
Clicking the Modify button will open the IGMP Snooping Settings — Edit window, shown below:
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IGMP Snooping Settings - Edit
_ 1

Query Interval (1-6 125 sec

Max Response Time (1-25) 10 ser
Robustness Variable (1-255) 2
Last Member Query Interval (1-25) 1 sec
Version (1-3) 3

Host Timeont (1-16711450) 260 sec
Router Timeout (1-16711450) 1260 sec

Leave Timer (1-6375) 2 sec

Querier State Disabled »

Querier Router Behavior Non-Querier

Report Suppression Disabled »

Show All IGMP Snooping Entries

Figure 3- 31. IGMP Snooping Settings — Edit window

The following parameters may be viewed or modified:

Parameter Description

VLAN ID This is the VLAN ID that, along with the VLAN Name, identifies the VLAN for which to modify
the IGMP Snooping Settings.

VLAN Name This is the VLAN Name that, along with the VLAN ID, identifies the VLAN for which to modify

the IGMP Snooping Settings.

Query Interval (1-
65535)

The Query Interval field is used to set the time (in seconds) between transmitting IGMP
queries. Entries between 1 and 65535 seconds are allowed. The default is 125.

Max Response Time
(1-25 sec)

This determines the maximum amount of time in seconds allowed before sending an IGMP
response report. The Max Response Time field allows an entry between 1 and 25
(seconds). The default is 10.

Robustness Variable
(1-255)

Adjust this variable according to expected packet loss. If packet loss on the VLAN is
expected to be high, the Robustness Variable should be increased to accommodate
increased packet loss. This entry field allows an entry of 1 to 255. The default is 2.

Last Member Query
Interval (1-25 sec)

This field specifies the maximum amount of time between group-specific query messages,
including those sent in response to leave group messages. The default is 1.

Version (1-3)

Configure the IGMP version of the query packet which will be sent by the router.

Host Timeout (1-
16711450 sec)

This is the maximum amount of time in seconds allowed for a host to continue membership
in a multicast group without the Switch receiving a host membership report. The default is
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260.

Router Timeout (1-
16711450 sec)

This is the maximum amount of time in seconds a router is kept in the forwarding table
without receiving a membership report. The default is 260.

Leave Timer (1-
16711450 sec)

This specifies the maximum amount of time in seconds between the Switch receiving a
leave group message from a host, and the Switch issuing a group membership query. If no
response to the membership query is received before the Leave Timer expires, the
(multicast) forwarding entry for that host is deleted. The default setting is 2 seconds.

Querier State

Choose Enabled to enable transmitting IGMP Query packets or Disabled to disable. The
default is Disabled.

Querier Router

This read-only field describes the behavior of the router for sending query packets. Querier

Behavior will denote that the router is sending out IGMP query packets. Non-Querier will denote that
the router is not sending out IGMP query packets. This field will only read Querier when the
Querier State and the State fields have been Enabled.

State Select Enabled to implement IGMP Snooping. This field is Disabled by default.

Fast Leave This parameter allows the user to enable the Fast Leave function. Enabled, this function will

allow members of a multicast group to leave the group immediately (without the
implementation of the Last Member Query Timer) when an IGMP Leave Report Packet is
received by the Switch. The default is Disabled.

Report Suppression

This parameter allows the user to enable the Report Suppression function. When IGMP
report suppression is Enabled, the Switch sends the first IGMP report from all hosts for a
group to all the multicast routers. The Switch does not send the remaining IGMP reports for
the group to the multicast routers. If the multicast router query includes requests only for
IGMPv1 and IGMPv2 reports, the Switch forwards only the first IGMPv1 or IGMPv2 report
from all hosts for a group to all the multicast routers. If the multicast router query also
includes requests for IGMPv3 reports, the Switch forwards all IGMPv3 reports for a group to
the multicast devices. The default is Disabled.

Click Apply to implement the new settings. Click the Show All IGMP Group Entries link to return to the IGMP Snooping

Settings window.
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Router Port Settings

A static router port is a port that has a multicast router attached to it. Generally, this router would have a connection to a WAN or
to the Internet. Establishing a router port will allow multicast packets coming from the router to be propagated through the
network, as well as allowing multicast messages (IGMP) coming from the network to be propagated to the router.

A router port has the following behavior:
All IGMP Report packets will be forwarded to the router port.
IGMP queries (from the router port) will be flooded to all ports.

All UDP multicast packets will be forwarded to the router port. Because routers do not send IGMP reports or implement
IGMP snooping, a multicast router connected to the router port of a Layer 3 switch would not be able to receive
UDP data streams unless the UDP multicast packets were all forwarded to the router port.

A router port will be dynamically configured when IGMP query packets, RIPv2 multicast, DVMRP multicast or PIM-DM
multicast packets are detected flowing into a port.

IGMP query packets — Internet Group Management Protocol query packets work by controlling the flow of multicast traffic. The
IGMP query packets works by sending messages out to determine which devices are members of a particular multicast group, the
devices will respond to the query and inform the querier of its membership status.

RIPv2 multicast — Routing Information Protocol Version 2 can be used for small networks or on the perifory of larger networks
where VLSM is required. RIPv2 is used to support route authentication and multicasting of route updates. RIPv2 sends updates
every 30 seconds and it uses triggered updates to carry out loop-prevention and poison reverse or counting to infinity.

DVMRP multicast — Distance Vector Multicast Routing Protocol uses reverse path flooding. Messages are flooded out of all
interfaces except the one that returns to the souce, this is to prevent any packets traveling to members of the multicast VLAN. The
DVMRP uses periodic flooding so as to establish if there are other or potentially new group members.

PIM-DM multicast — Protocol Independent Multicast Dense Mode works by flooding the multicast packets to all routers and
eliminates groups or members of groups that don’t have an efficient path or route to their members. This mode is generally used if
the volume of multicast traffic is large and constant.

To view this window click L2 Features > IGMP Snooping > Router Ports Settings, as shown below:

Total Entries: 1

Router Port Settings
1 default _Modify |

Figure 3- 32. Router Port Settings window

The previous window displays all of the current entries to the Switch’s static router port table. To modify an entry, click the
Modify button. This will open the Router Port window, as shown below:
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Figure 3- 33. Router Port (Modify) window

The following parameters can be set:

] Parameter Description
VID (VLAN ID) This is the VLAN ID that, along with the VLAN Name, identifies the VLAN where the multicast
router is attached.
VLAN Name This is the name of the VLAN where the multicast router is attached.
Unit This is the stacking unit where the VLAN is located where the multicast router is attached.
Member Ports Ports on the Switch that will have a multicast router attached to them. There are three options for

which to configure these ports:
None — Click this option to not set these ports as router ports

Static — Click this option to designate a range of ports as being connected to a multicast-enabled
router. This command will ensure that all packets with this router as its destination will reach the
multicast-enabled router.

Forbidden — Click this option to designate a port or range of ports as being forbidden from being
connected to multicast enabled routers. This ensures that these configured forbidden ports will
not send out routing packets.

Click Apply to implement the new settings, Click the Show All Router Port Entries link to return to the Router Port Settings

window.
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IGMP Snooping Static Group Settings

This table is used to configure the current IGMP snooping static group information on the Switch.

To view this window click L2 Features > IGMP Snooping > IGMP Snooping Static Group Settings, as shown below:

Add

[Find] | Wiew Al

Total Entries: 0
IGMP Snooping Static Group Settings

(GMP Snooping Staic Group Settngs
VID [VLAN Name P Adiress [Portist oy [peee

Figure 3- 34. IGMP Snooping Static Group Settings window

The following parameters can be configured:

Parameter Description

VID The list of the VLAN IDs for which to create IGMP snooping static group information.
VLAN Name The name of the VLAN for which to create IGMP snooping static group information.
IP Address The static group address for which to create IGMP snooping static group information.

To search for an entry enter the appropriate information and click Find, to display all current entries on the Switch click View All.
To add a new entry click Add, the following window will be displayed:

IGMP Snooping Static Group Settings - Add

Name

ii|

chow Al TGME Snooping Static Group Entries

Figure 3- 35. IGMP Snooping Static Group Settings - Add window
The following fields can be configured:

Parameter Description

VvVID This is the VLAN ID that, along with the VLAN Name, identifies the VLAN the user wishes to add.
VLAN Name This is the VLAN Name that, along with the VLAN ID, identifies the VLAN the user wishes to add.
IP Address The static group address for which to create IGMP snooping static group information.
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PortList The ports that will belong to this group.

Action Specifies to Add or Delete the IGMP Static group entry.

Click Apply to implement changes made.

To modify an entry, click the corresponding Modify button on the IGMP Snooping Static Group Settings window, the
following window will be displayed:

IGMP Snooping Static Group Settings - Edit

w |

I[P Address 12241010.101
PortList

show A TGWE Snooping Static Group Entries

Figure 3- 36. IGMP Snooping Static Group Settings - Edit window

The following fields can be configured:

Parameter Description
PortList Enter the port number of the entry to add or delete.
Action Specify to Add or Delete the IGMP static group entry member ports.

Click Apply to implement changes made.
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ISM VLAN Settings

In a switching environment, multiple VLANSs may exist. Every time a multicast query passes through the Switch, the switch must
forward separate different copies of the data to each VLAN on the system, which, in turn, increases data traffic and may clog up
the traffic path. To lighten the traffic load, multicast VLANs may be incorporated. These multicast VLANSs will allow the Switch
to forward this multicast traffic as one copy to recipients of the multicast VLAN, instead of multiple copies.

Regardless of other normal VLANSs that are incorporated on the Switch, users may add any ports to the multicast VLAN where
they wish multicast traffic to be sent. Users are to set up a source port, where the multicast traffic is entering the switch, and then
set the ports where the incoming multicast traffic is to be sent. The source port cannot be a recipient port and if configured to do
so, will cause error messages to be produced by the switch. Once properly configured, the stream of multicast data will be relayed
to the receiver ports in a much more timely and reliable fashion.

Restrictions and Provisos
The Multicast VLAN feature of this switch does have some restrictions and limitations, such as:
1. Multicast VLANS can be implemented on edge and non-edge switches.

2. Member ports and source ports can be used in multiple ISM VLANSs. But member ports and source ports cannot be the
same port in a specific ISM VLAN.

3. The Multicast VLAN is exclusive with normal 802.1q VLANSs, which means that VLAN IDs (VIDs) and VLAN Names
of 802.1q VLANSs and ISM VLANS cannot be the same. Once a VID or VLAN Name is chosen for any VLAN, it cannot

be used for any other VLAN.
4. The normal display of configured VLANSs will not display configured Multicast VLANS.

5. Once an ISM VLAN is enabled, the corresponding IGMP snooping state of this VLAN will also be enabled. Users
cannot disable the IGMP feature for an enabled ISM VLAN.

6. One IP multicast address cannot be added to multiple ISM VLANS, yet multiple Ranges can be added to one ISM
VLAN.

The following windows will allow users to create and configure multicast VLANS for the switch.
To view this windows, click L2 Features > IGMP Snooping > ISM VLAN Settings, as shown below:

Add|  Clear Al |

IGMP Snooping Multicast VLAN Table

VID [VLAN Neme — [Repace Smrce 7
20 EG

0.0.0.0 Disabled  None Modify | Modify | X

Total Entries: 1

Figure 3- 37. IGMP Snooping Multicast VLAN Table window

The previous window displays the settings for previously created Multicast VLANS. To view the settings for a previously created
multicast VLAN, click the Modify button of the corresponding ISM VLAN you wish to modify. To create a new Multicast
VLAN, click the Add button in the top left-hand corner of the screen, which will produce the following window to be configured.

IGMP Snooping Multicast VLAN Settings

|
D (2-4094) |
Remap Priority (0-7) |

Mone [Replace Priority

show IGME Snooping hulticast VL AN Entnies

Figure 3- 38. IGMP Snooping Multicast VLAN Settings window
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Enter a name for the ISM VLAN into the VLAN Name field and choose a VID between 2 and 4094. Entries in these two fields
must not have been previously configured on the switch or an error message will be prompted to the user. Once these two fields
have been filled, click the Apply button, which will automatically adjust the current window to resemble the following window.

IGMP Snooping Multicast VLAN Settings

:

@ 2

5 7|2 |p
m

;u 2
a2

D (2-4094) 150

Member Port
Tagged Member Ports

ntagged Source Port @
Heplace Source IP

Remap Priority (0-7) |

show IGME Sneoping MMulticast VLAN Entries

RG

Disabled

Mone [Replace Prionty

Figure 3- 39. IGMP Snooping Multicast VLAN Settings — Add/Modify window

Both the Add and Modify windows of the IGMP Multicast VLAN Settings have the following configurable fields.

Parameter Description

VLAN Name Enter the name of the new Multicast VLAN to be created. This name can be up to 32 characters
in length. This field will display the pre-created name of a Multicast VLAN in the Modify window.

VID (2-4094) Add or edit the corresponding VLAN ID of the Multicast VLAN. Users may enter a value between
2 and 4094.

State Use the pull-down menu to enable or disable the selected Multicast VLAN.

Member Port Enter a port or list of ports to be added to the Multicast VLAN. Member ports will become the

untagged members of the multicast VLAN.

Tagged Member
Ports

Enter a port or list of ports to be added to the Multicast VLAN. Member ports will become the
tagged members of the multicast VLAN.

Source Port Enter a port or list of ports to be added to the Multicast VLAN. Source ports will become the
tagged members of the multicast VLAN.

Untagged Enter a port or list of ports to be added to the Multicast VLAN. Source ports will become the

Source Port untagged members of the multicast VLAN.

Replace Source
IP

This field is used to replace the source IP address of incoming packets sent by the host before
being forwarded to the source port.

Remap Priority
(0-7)

The field is used to replace the priority of incoming packets. If None is ticked, the packet’s original
priority is used. The default setting is None.

Click Apply to implement settings made.

To configure the new Multicast VLAN Group List, click the corresponding Modify button in the IGMP Snooping Multicast
VLAN Table which will reveal the following window to be configured.
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LAN Mame DiE

Range Mame

IGMP Snooping Multicast VLAN Group List

i

shew IGME Snoopmg Mulhcast VLAN Entries

IGMP Snooping Multicast VLAN Group List Settings

3

| Add || Rernove All |

Figure 3- 40. IGMP Snooping Multicast VLAN Group List Settings
Enter an existing Range Name and click Add. To remove all entries click the Remove All button.

IP Multicast Address Range Settings

Users can configure the range of multicast addresses that will be accepted by the source port to be forwarded to the receiver ports.

The following window will be displayed for the user.

To view this window, click L2 Features > IGMP Snooping > IP Multicast Address Range Settings, as shown below:

Add| Clear Al |

Range Mame

Total Entries:0
IP Multicast Address Range Table

Range Mame

Figure 3- 41. IP Multicast Address Range Table window

To display a previously created IP Multicast Address enter the Range Name and click Find, the information will be displayed on
the IP Multicast Address Range Table. To create a new range, click the Add button which will display the following window.

0.0.0.0

show All Multicast Eange Entries

IP Multicast Address Range Setting - Add

Range Name From

0.0.0.0

Figure 3- 42. IP Multicast Address Range Setting — Add window

The following parameters can be set:

Parameter Description

Range Name Enter an alphanumeric name of no more than 32 characters to define the Multicast Address

multicast port.

range. This name will be used to define the multicast address range when it is added to a

From/To Enter the range of multicast addresses that will be accepted by the multicast port using this range

239.255.255.255).

name. A range of multicast addresses may be separated by a dash (Ex. 224.0.0.0-

Click Apply to set this Range Name with these multicast addresses.
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Limited Multicast Address Range Settings

This window allows the user to specify which
multicast address(es) reports are to be received on
specified ports on the Switch. This function will
therefore limit the number of reports received and the
number of multicast groups configured on the Switch.
The user may set an IP address or range of IP
addresses, by entering a pre-configured Range Name,
to accept reports (Permit) or deny reports (Deny)
coming into the specified switch ports.

To view this window, click L2 Features > IGMP
Snooping > Limited Multicast Address Range
Settings, as shown.

To configure Limited IP Multicast Range:

Use the remaining pull-down menus to configure the
parameters described below:

Parameter Description

Limited IP Multicast Address Range Port
Settings (Click Apply to save changes)

Unit Enter the unit you wish to configure.
From/To | Select a range of ports to be
granted access or denied access
from receiving multicast information.
Access | Toggle the Access field to either

Permit or Deny to limit or grant
access to a specified range of
Multicast addresses on a particular
port or range of ports.

Limited IP Multicast Address Range

Settings

From/To | Select a port or range of ports to be
allowed access to multicast
information from a specific multicast
IP range.

Range Enter the pre-configured Range

Name Name denoting a range of multicast
IP addresses for the ports listed in
the previous fields.

Add Click this button to add the Range
Name to these ports.

Delete Click this button to delete this range
name from the list of ports.

Delete Click this button to delete all

All configured range names from the
list of ports.

Limited IP Multicast Address Range Port Settings

Enabled

Forl + For1 » Fermit

From Range Name

Port1 v Port1 v
[ Add

|[ Delete | Delete Al |

Limited IP Multicast Address Range Table by Port

1 For1 » Fort1 »

Limited IP Multicast Address Range Port Table

Range I{ame From State  |Access

1:1 Disabled None
12 Disabled None
13 Disabled None
14 Disabled MNone
15 Disabled Mone
16 Disabled None
17 Disabled None
18 Disabled None
1.9 Disabled None

1:10
1:11
1:12
1:13
1:14
1:15
1:16
1:17
1:18
1:18
1:20

Digabled MNone
Disabled MNeone
Disabled None
Disabled None
Disabled None
Disabled None
Digabled MNone
Digabled Mone
Disabled None
Disabled None
Disabled None

Figure 3- 43. Limited IP Multicast Address Range Port Settings window

Users may view the Limited Multicast IP Range settings on a port-
by-port basis using the pull-down menus under Limited IP Multicast
Address Range Table by Port. Configured entries will be displayed in
the Limited IP Multicast Address Range Port Table at the bottom of
the window.
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MLD Snooping

Multicast Listener Discovery (MLD) Snooping is an IPv6 function used similarly to IGMP snooping in IPv4. It is used to discover
ports on a VLAN that are requesting multicast data. Instead of flooding all ports on a selected VLAN with multicast traffic, MLD
snooping will only forward multicast data to ports that wish to receive this data through the use of queries and reports produced by
the requesting ports and the source of the multicast traffic.

MLD snooping is accomplished through the examination of the layer 3 part of an MLD control packet transferred between end
nodes and a MLD router. When the Switch discovers that this route is requesting multicast traffic, it adds the port directly attached
to it into the correct IPv6 multicast table, and begins the process of forwarding multicast traffic to that port. This entry in the
multicast routing table records the port, the VLAN ID and the associated multicast IPv6 multicast group address and then
considers this port to be a active listening port. The active listening ports are the only ones to receive multicast group data.

MLD Control Messages

Three types of messages are transferred between devices using MLD snooping. These three messages are all defined by three
ICMPV6 packet headers, labeled 130, 131 and 132.

1. Multicast Listener Query — Similar to the IGMPv2 Host Membership Query for IPv4, and labeled as 130 in the
ICMPV6 packet header, this message is sent by the router to ask if any link is requesting multicast data. There are two
types of MLD query messages emitted by the router. The General Query is used to advertise all multicast addresses that
are ready to send multicast data to all listening ports, and the Multicast Specific query, which advertises a specific
multicast address that is also ready. These two types of messages are distinguished by a multicast destination address
located in the IPv6 header and a multicast address in the Multicast Listener Query Message.

2. Multicast Listener Report — Comparable to the Host Membership Report in IGMPv2, and labeled as 131 in the ICMP
packet header, this message is sent by the listening port to the Switch stating that it is interested in receiving multicast
data from a multicast address in response to the Multicast Listener Query message.

3. Multicast Listener Done — Akin to the Leave Group Message in IGMPv2, and labeled as 132 in the ICMPv6 packet
header, this message is sent by the multicast listening port stating that it is no longer interested in receiving multicast data
from a specific multicast group address, therefore stating that it is “done” with the multicast data from this address. Once
this message is received by the Switch, it will no longer forward multicast traffic from a specific multicast group address
to this listening port.

MLD Snooping Settings

This window is used to configure the settings for MLD snooping.

To view this window, click L2 Features > MLD Snooping > MLD Snooping Settings, as shown below:

MLD Multicast Router Only Settings
MLD Moulticast Ronter Only Disabled +

Apply

Total Entries: 4

MLD Snooping Settings

VID VLAN Name Modify
1 defanlt Disabled Disabled hodify
4092 v3 Disabled Disabled hdodity
4093 V2 Disabled  Disabled Modify
4094 vl Disabled  Disabled Modify

EEEH

Figure 3- 44. MLD Snooping Settings window

This window displays the current MLD Snooping settings set on the Switch, defined by VLAN. To configure a specific VLAN for
MLD snooping, click the VLAN’s corresponding Modify button, which will display the following window for the user to
configure.
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Fast Done

MLD Snooping Settings - Edit
w_F
e R

Query Interval (1-6553
Max Response Time (1-
Robustness Variable (

Last Listener Query Interval (1-2
Version (1-2)

Node Timeout (1-16711450)
Router Timeont [1—16?1145!]}
Done Timer (1

Querier Router Behavior

Show All MLD Snooping Entries
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Non-Querier
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Figure 3- 45. MLD Snooping Settings - Edit window

The following parameters may be viewed or modified:

Parameter Description

VLAN ID This is the VLAN ID that, along with the VLAN Name, identifies the VLAN for which
to modify the MLD Snooping Settings.

VLAN Name This is the VLAN Name that, along with the VLAN ID, identifies the VLAN for which

to modify the MLD Snooping Settings.

Query Interval (1-65535 sec)

The Query Interval field is used to set the time (in seconds) between transmitting
MLD queries. Entries between 1 and 65535 seconds are allowed. Default = 125.

Max Response Time (1-25
sec)

This determines the maximum amount of time in seconds allowed to wait for a
response for MLD port listeners. The Max Response Time field allows an entry
between 1 and 25 (seconds). Default = 10.

Robustness Variable (1-255)

Provides fine-tuning to allow for expected packet loss on a subnet. The user may
choose a value between 1 and 255 with a default setting of 2. If a subnet is expected
to be lossy, the user may wish to increase this interval.

Last Listener Query Interval
(1-25 sec)

The maximum amount of time to be set between group-specific query messages.
This interval may be reduced to lower the amount of time it takes a router to detect
the loss of a last listener group. The user may set this interval between 1 and 25
seconds with a default setting of 1 second.

Version <value 1-2>

Configure the MLD version of the query packet which will be sent by the router.

Node Timeout (1-16711450
sec)

Specifies the link node timeout, in seconds. After this timer expires, this node will no
longer be considered as listening node. The user may specify a time between 1 and
16711450 with a default setting of 260 seconds.

Router Timeout (1-16711450

Specifies the maximum amount of time a router can remain in the Switch’s routing
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sec)

table as a listening node of a multicast group without the Switch receiving a node
listener report. The user may specify a time between 1 and 16711450 with a default
setting of 260 seconds.

Done Timer (1-16711450 sec) | Specifies the maximum amount of time a router can remain in the Switch after

receiving a done message from the group without receiving a node listener report.
The user may specify a time between 1 and 16711450 with a default setting of 2

seconds.

Querier State Choose Enabled to enable transmitting MLD Snooping Query packets or Disabled to
disable. The default is Disabled.

Querier Router Behavior This read-only field describes the current querier state of the Switch, whether
Querier, which will send out Multicast Listener Query Messages to links, or Non-
Querier, which will not send out Multicast Listener Query Messages.

State Used to enable or disable MLD snooping for the specified VLAN. This field is
Disabled by default.

Fast Done This parameter allows the user to enable the fast done function. Enabled, this

function will allow members of a multicast group to leave the group immediately
when a done message is received by the Switch.

<4

NOTE: The robustness variable of the MLD snooping querier is used in creating the following
MLD message intervals:

Group Listener Interval — The amount of time that must pass before a multicast router decides
that there are no more listeners present of a group on a network. Calculated as (robustness
variable * query interval ) + (1 * query response interval).

Querier Present Interval — The amount of time that must pass before a multicast router
decides that there are no other querier devices present. Calculated as (robustness variable *
query interval) + (0.5 * query response interval).

Last Listener Query Count — The amount of group-specific queries sent before the router
assumes there are no local listeners in this group. The default value is the value of the
robustness variable.

Click Apply to implement changes made. Click the Show All MLD Snooping Entries link to return to the MLD Snooping Settings

window.

MLD Router Port Settings

The following window is used to designate a port or range of ports as being connected to multicast enabled routers. When IPv6
routing control packets, such as OSPFv3 or MLD Query packets are found in an Ethernet port or specified VLAN, the Switch will
set these ports as dynamic router ports. Once set, this will ensure that all packets with a multicast router as its destination will
arrive at the multicast-enabled router, regardless of protocol. If the Router’s Aging Time expires and no routing control packets or
query packets are received by the port, that port will be removed from being a router port.

To configure these settings, click L2 Features > MLD Snooping > MLD Router Port Settings, as shown below:

Total Entries: 1
MLD Router Port Setl:ings

Figure 3- 46. MLD Router Port Settings window

To configure the router ports settings for a specified VLAN, click its corresponding Modify button, which will produce the
following window for the user to configure.
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Figure 3- 47. Router Port window (Modify)

The following parameters can be set:

| Parameter Description
VID (VLAN ID) This is the VLAN ID that, along with the VLAN Name, identifies the VLAN where the MLD
multicast router is attached.
VLAN Name This is the name of the VLAN where the MLD multicast router is attached.
Unit Select the unit you wish to configure.
Member Ports Ports on the Switch that will have a multicast router attached to them. There are three options

for which to configure these ports:
None — Click this option to not set these ports as router ports

Static — Click this option to designate a range of ports as being connected to a multicast-
enabled router. This command will ensure that all packets with this router as its destination will
reach the multicast-enabled router.

Forbidden — Click this option to designate a port or range of ports as being forbidden from
being connected to multicast enabled routers. This ensures that these configured forbidden
ports will not send out routing packets.

Click Apply to implement the new settings.
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Loopback Detection Global Settings

The Loopback Detection function is used to detect the loop created by a specific port. This feature is used to temporarily
shutdown a port on the Switch when a CTP (Configuration Testing Protocol) packet has been looped back to the switch. When the
Switch detects CTP, packets are received from a port it signifies a loop on the network. The Switch will automatically block the
port and send an alert to the administrator. The Loopback Detection port will restart (change to discarding state) when the
Loopback Detection Recover Time times out. The Loopback Detection function can be implemented on a range of ports at a time.
The user may enable or disable this function using the pull-down menu.

To view this window, click L2 Features > Loopback Detection Global Settings, as shown below:

Loopback Detection Global Settings
Loopdetect Status Disabled
Loopdetect Trap Mone hd

Interval (1-32767) 10 2ED
Recover Time (0 or 60-1000000) B0 qeC

Loopback Detection Port Settings

Loopback Detection Port Based Table

Lnupdetect State

1 Thzahled Mormal
2 Dyzabled Mormal
3 Thzabled Mormal
4 Dizabled Iormal
3 Thzabled Maormal
) Dizabled Mormal
7 Dyzabled Mormal
3 Thzahled Mormal
9 Dyzabled Mormal
10 Thzabled Maormal
11 Dizabled Iormal
12 Thzabled Mormal
13 Dizabled Mormal
14 Dyzabled Mormal
15 Thzahled Mormal
16 Dyzabled Mormal
17 Thzabled Maormal
18 Dizabled Iormal
13 Thzabled Mormal
20 Dizabled Meormal
21 Dyzabled Mormal
22 Thzahled Mormal
23 Dyzabled Mormal
24 Thzabled Mormal
23 Dizabled Iormal

Figure 3- 48. Loopback Detection Global Settings window
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The following parameters can be configured.

Parameter Description

Loopdetect Status

Use the drop-down menu to enable or disable loopback detection. The default is
Disabled.

Loopdetect Trap

None — The trap will not be sent in any situation.

Loop Detected — The trap is sent when the loop condition is detected.
Loop Cleared — The trap is sent when the loop condition is cleared.
Both — The trap will be sent for both conditions.

Interval (1-32767)

Set a Loopdetect Interval between 1 and 32767 seconds. The default is 10 seconds.

Recover Time
(0 or 60-1000000)

Time allowed (in seconds) for recovery when a Loopback is detected. The Loopdetect
Recover Time can be set at 0 seconds, or 60 to 1000000 seconds. Entering O will
disable the Loopdetect Recover Time. The default is 60 seconds.

Mode Select the mode you wish to use either Port Based or VLAN Based.
Port Based — This mode can detect loopback based on the Port. If the Switch detects
loopback on the Port, the loopback detection will only block the traffic which belongs
to this Port. Other VLAN traffic should not be affected by this.
VLAN Based — This mode can detect loopback based on the VLAN. If the Switch
detects loopback on the VLAN, the loopback detection will only block the traffic which
belongs to this VLAN. Other VLAN traffic should not be affected by this. Loopback
detection will send the CTP packets periodically per port per VLAN in VLAN-based
mode.

Unit Select the unit you wish to configure.

From/To Use the drop-down menu to select a port or range of ports to be configured.

State Use the drop-down menu to toggle between Enabled and Disabled.

Click Apply to implement changes made.
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Spanning Tree

This Switch supports three versions of the Spanning Tree Protocol: 802.1D-1998 STP, 802.1D-2004 Rapid STP, and 802.1Q-2005
MSTP. 802.1D-1998 STP will be familiar to most networking professionals. However, since 802.1D-2004 RSTP and 802.1Q-
2005 MSTP have been recently introduced to D-Link managed Ethernet switches, a brief introduction to the technology is
provided below followed by a description of how to set up 802.1D-1998 STP, 802.1D-2004 RSTP, and 802.1Q-2005 MSTP.

802.1Q-2005 MSTP

Multiple Spanning Tree Protocol, or MSTP, is a standard defined by the IEEE community that allows multiple VLANS to be
mapped to a single spanning tree instance, which will provide multiple pathways across the network. Therefore, these MSTP
configurations will balance the traffic load, preventing wide scale disruptions when a single spanning tree instance fails. This will
allow for faster convergences of new topologies for the failed instance. Frames designated for these VLANSs will be processed
quickly and completely throughout interconnected bridges utilizing any of the three spanning tree protocols (STP, RSTP or
MSTP).

This protocol will also tag BDPU packets so receiving devices can distinguish spanning tree instances, spanning tree regions and
the VLANS associated with them. An MSTI ID will classify these instances. MSTP will connect multiple spanning trees with a
Common and Internal Spanning Tree (CIST). The CIST will automatically determine each MSTP region, its maximum possible
extent and will appear as one virtual bridge that runs a single spanning tree. Consequentially, frames assigned to different VLANs
will follow different data routes within administratively established regions on the network, continuing to allow simple and full
processing of frames, regardless of administrative errors in defining VLANS and their respective spanning trees.

Each switch utilizing the MSTP on a network will have a single MSTP configuration that will have the following three attributes:

1. A configuration name defined by an alphanumeric string of up to 32 characters (defined in the MST Configuration
Identification window in the Configuration Name field).

2. A configuration revision number (named here as a Revision Level and found in the MST Configuration Identification
window) and;

3. A 4094-element table (defined here as a VID List in the MST Configuration Identification window), which will
associate each of the possible 4094 VLANS supported by the Switch for a given instance.

To utilize the MSTP function on the Switch, three steps need to be taken:

1. The Switch must be set to the MSTP setting (found in the STP Bridge Global Settings window in the STP Version
field)

2. The correct spanning tree priority for the MSTP instance must be entered (defined here as a Priority in the MSTI1 Config
Information window when configuring MSTI ID settings).

3. VLANSs that will be shared must be added to the MSTP Instance ID (defined here as a VID List in the MST
Configuration Identification window when configuring an MSTI ID settings).

802.1D-2004 Rapid Spanning Tree

The Switch implements three versions of the Spanning Tree Protocol, the Multiple Spanning Tree Protocol (MSTP) as defined by
the IEEE 802.1Q-2005, the Rapid Spanning Tree Protocol (RSTP) as defined by the IEEE 802.1D-2004 specification and a
version compatible with the IEEE 802.1D-1998 STP. RSTP can operate with legacy equipment implementing IEEE 802.1D-1998;
however the advantages of using RSTP will be lost.

The IEEE 802.1D-2004 Rapid Spanning Tree Protocol (RSTP) evolved from the 802.1D-1998 STP standard. RSTP was
developed in order to overcome some limitations of STP that impede the function of some recent switching innovations, in
particular, certain Layer 3 functions that are increasingly handled by Ethernet switches. The basic function and much of the
terminology is the same as STP. Most of the settings configured for STP are also used for RSTP. This section introduces some
new Spanning Tree concepts and illustrates the main differences between the two protocols.

Port Transition States

An essential difference between the three protocols is in the way ports transition to a forwarding state and in the way this
transition relates to the role of the port (forwarding or not forwarding) in the topology. MSTP and RSTP combine the transition
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states disabled, blocking and listening used in 802.1D-1998 and creates a single state Discarding. In either case, ports do not
forward packets. In the STP port transition states disabled, blocking or listening or in the RSTP/MSTP port state discarding, there
is no functional difference, the port is not active in the network topology. Table 7-3 below compares how the three protocols differ
regarding the port state transition.

All three protocols calculate a stable topology in the same way. Every segment will have a single path to the root bridge. All
bridges listen for BPDU packets. However, BPDU packets are sent more frequently - with every Hello packet. BPDU packets are
sent even if a BPDU packet was not received. Therefore, each link between bridges is sensitive to the status of the link. Ultimately
this difference results in faster detection of failed links, and thus faster topology adjustment. A drawback of 802.1D-1998 is this
absence of immediate feedback from adjacent bridges.

802.1s MSTP 802.1w RSTP 802.1D STP Forwarding Learning
Disabled Disabled Disabled No No
Discarding Discarding Blocking No No
Discarding Discarding Listening No No
Learning Learning Learning No Yes
Forwarding Forwarding Forwarding Yes Yes

Table 3- 2. Comparing Port States

RSTP is capable of a more rapid transition to a forwarding state - it no longer relies on timer configurations - RSTP compliant
RSTP is capable of a more rapid transition to a forwarding state - it no longer relies on timer configurations - RSTP compliant
bridges are sensitive to feedback from other RSTP compliant bridge links. Ports do not need to wait for the topology to stabilize
before transitioning to a forwarding state. In order to allow this rapid transition, the protocol introduces two new variables: the
edge port and the point-to-point (P2P) port.

Edge Port

The edge port is a configurable designation used for a port that is directly connected to a segment where a loop cannot be created.
An example would be a port connected directly to a single workstation. Ports that are designated as edge ports transition to a
forwarding state immediately without going through the listening and learning states. An edge port loses its status if it receives a
BPDU packet, immediately becoming a normal spanning tree port.

P2P Port

A P2P port is also capable of rapid transition. P2P ports may be used to connect to other bridges. Under RSTP/MSTP, all ports
operating in full-duplex mode are considered to be P2P ports, unless manually overridden through configuration.

802.1D-1998/802.1D-2004/802.1Q-2005 Compatibility

MSTP or RSTP can interoperate with legacy equipment and is capable of automatically adjusting BPDU packets to 802.1D-1998
format when necessary. However, any segment using 802.1D-1998 STP will not benefit from the rapid transition and rapid
topology change detection of MSTP or RSTP. The protocol also provides for a variable used for migration in the event that legacy
equipment on a segment is updated to use RSTP or MSTP.

The Spanning Tree Protocol (STP) operates on two levels:

1. On the switch level, the settings are globally implemented.
2. On the port level, the settings are implemented on a per-user-defined group of ports basis.

STP Loopback Detection

When connected to other switches, STP is an important configuration in consistency for delivering packets to ports and can
greatly improve the throughput of your switch. Yet, even this function can malfunction with the emergence of STP BPDU packets
that occasionally loop back to the Switch, such as BPDU packets looped back from an unmanaged switch connected to a
DGS-3600 Series switch. To maintain the consistency of the throughput, the DGS-3600 Series switch implements the STP
Loopback Detection function.
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When the STP Loopback Detection function is enabled, the Switch will be protected against a loop occurring between switches.
Once a BPDU packet returns to the Switch, this function will detect that there is an anomaly occurring and will place the receiving
port in an error-disabled state. Consequentially, a message will be placed in the Switch’s Syslog and will be defined there as
“BPDU Loopback on Port #”.

Setting the Loopback Timer

The Loopback timer plays a key role in the next step the switch will take to resolve this problem. Choosing a non-zero value on
the timer will enable the Auto-Recovery Mechanism. When the timer expires, the switch will again look for its returning BPDU
packet on the same port. If no returning packet is received, the switch will recover the port as a Designated Port in the Discarding
State. If another returning BPDU packet is received, the port will remain in a blocked state, the timer will reset to the specified
value, restart, and the process will begin again.

For those who choose not to employ this function, the Loopback Recovery time must be set to zero. In this case, when a BPDU
packet is returned to the Switch, the port will be placed in a blocking state and a message will be sent to the Syslog of the switch.
To recover the port, the administrator must disable the state of the problematic port and enable it again. This is the only method
available to recover the port when the Loopback Recover Time is set to 0.

Regulations and Restrictions for the Loopback Detection Function
o All three versions of STP (STP, RSTP and MSTP) can enable this feature.
« May be configured globally (STP Global Bridge Settings), or per port (MSTP Port Information).

« Neighbor switches of the Switch must have the capability to forward BPDU packets. Switches that the fail to meet this
requirement will disable this function for the port in question on the Switch.

« Loopback Detection is globally enabled for the switch, yet the port-by-port default setting is disabled.
o  The default setting for the Loopback timer is 60 seconds.
o This setting will only be operational if the interface is STP-enabled.

The Loopback Detection feature can only prevent BPDU loops on the Switch designated ports. It can detect a loop condition
occurring on the user’s side connected to the edge port, but it cannot detect the Loopback condition on the elected root port of STP
on another switch.

STP Bridge Global Settings

This window is used to configure the STP Bridge Global Settings on the Switch.

To view the following window, click L2 Features > Spanning Tree > STP Bridge Global Settings, as shown below:

STP Bridge Global Settings
STP Status Cisabled
RSTP v

Hello Time (1-10 sec)

E 7]
g o
E‘Fﬂ
)
[=]

¢ Age (6-40 sec) 20
Forward Delay (4-30 sec) 15
Max Hops (1-40) 20
a

Figure 3- 49. STP Bridge Global Settings window — RSTP (default)
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STP Bridge Global Settings
STP Status Disabled

STP Version METF b
Max Age (6-40 sec) 20

Forward Delay (4-30 sec)

O o =
—_

TX Hold Count (1-10)
Forwarding BPD1J Disahled
Loopback Detection Enabled
LBD Recover Time (0 or 60-1000000) 1] SEL
Dotlad +

% =
m a
g g
= &
& T
B =

Figure 3- 50. STP Bridge Global Settings window - MSTP
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Figure 3- 51. STP Bridge Global Settings — STP Compatible window

’. NOTE: The Hello Time cannot be longer than the Max. Age. Otherwise, a configuration error will
occur. Observe the following formulas when setting the above parameters:

Max. Age <= 2 x (Forward Delay - 1 second)
@ 1ax Age = 2 x (Hello Time + 1 second)

The following parameters can be set:

Parameter Description
STP Status Use the pull-down menu to enable or disable STP globally on the Switch. The default is
Disabled.
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STP Version

Use the pull-down menu to choose STP compatible, RSTP, and MSTP. RSTP is the default.

Hello Time (1-10 sec)

The Hello Time can be set from 1 to 10 seconds. This is the interval between two
transmissions of BPDU packets sent by the Root Bridge to tell all other switches that it is
indeed the Root Bridge.

Max Age (6-40 sec)

The Max Age may be set to ensure that old information does not endlessly circulate through
redundant paths in the network, preventing the effective propagation of the new information.
Set by the Root Bridge, this value will aid in determining that the Switch has spanning tree
configuration values consistent with other devices on the bridged LAN. If the value ages out
and a BPDU has still not been received from the Root Bridge, the Switch will start sending
its own BPDU to all other switches for permission to become the Root Bridge. If it turns out
that your switch has the lowest Bridge Identifier, it will become the Root Bridge. The user
may choose a time between 6 and 40 seconds. The default value is 20.

Forward Delay (4-30
sec)

The Forward Delay can be from 4 to 30 seconds. Any port on the Switch spends this time in
the listening state while moving from the blocking state to the forwarding state.

Max Hops (1-40)

Used to set the number of hops between devices in a spanning tree region before the BPDU
(bridge protocol data unit) packet sent by the Switch will be discarded. Each switch on the
hop count will reduce the hop count by one until the value reaches zero. The Switch will then
discard the BPDU packet and the information held for the port will age out. The user may set
a hop count from 1 to 40. The default is 20.

TX Hold Count (1-10)

Used to set the maximum number of Hello packets transmitted per interval. The count can
be specified from 1 to 10. The default is 3.

Forwarding BPDU

This field can be Enabled or Disabled. When Enabled, it allows the forwarding of STP BPDU
packets from other network devices. The default is Disabled.

Loopback Detection

This feature is used to temporarily shutdown a port on the Switch when a BPDU packet has
been looped back to the switch. When the Switch detects its own BPDU packet coming
back, it signifies a loop on the network. STP will automatically be blocked and an alert will be
sent to the administrator. The LBD STP port will restart (change to discarding state) when
the LBD Recover Time times out. The Loopback Detection function will only be implemented
on one port at a time. The user may enable or disable this function using the pull-down
menu. The default is Enabled.

LBD Recover Time ()
or 60-1000000)

This field will set the time the STP port will wait before recovering the STP state set. 0 will
denote that the LBD will never time out or restart until the administrator personally changes
it. The user may also set a time between 60 and 1000000 seconds. The default is 60
seconds.

NNI BPDU Address

Use the drop-down menu to choose Dotld or Dotlad.

NOTE: The Loopback Detection function can only be implemented on the Switch if it is configured
both on the STP Global Settings window, and on the STP Port Settings window. Enabling this
feature through only one of these windows will not fully enable the Loopback Detection function.

Click Apply to implement changes made.

MST Configuration Identification

The MST Configuration Identification window allows the user to configure a MSTI instance on the Switch. These settings will
uniquely identify a multiple spanning tree instance set on the Switch. The Switch initially possesses one CIST or Common
Internal Spanning Tree of which the user may modify the parameters for but cannot change the MSTI ID for, and cannot be

deleted.

To view this window, click L2 Features > Spanning Tree > MST Configuration Identification, as shown below:
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ol

MST Configuration Identification

00:1%:.5B:F537:80 0

MSTIID

MST Configuration Identification Settings

Configuration Name 00:19:5B:FR:37:80
Revision Level (0-65535) n

1-40%4 bl

Apply

Figure 3- 52. MST Configuration Identification window

The window above contains the following information:

Parameter

Description

Configuration Name

A previously configured name set on the Switch to uniquely identify the MSTI (Multiple
Spanning Tree Instance). If a configuration name is not set, this field will show the MAC
address to the device running MSTP. This field can be set in the STP Bridge Global Settings
window.

Revision Level (0-
65535)

This value, along with the Configuration Name will identify the MSTP region configured on
the Switch. The user may choose a value between 0 and 65535 with a default setting of 0.

MSTIID This field shows the MSTI IDs currently set on the Switch. This field will always have the
CIST MSTI, which may be configured but not deleted. Clicking the hyperlinked name will
open a new window for configuring parameters associated with that particular MSTI.

VID List This field displays the VLAN IDs associated with the specific MSTI.

Clicking the Add button will reveal the following window to configure:

Instance ID Settings

show MET Confisuration Table

Figure 3- 53. Instance ID Settings window (Add)

The user may configure the following parameters to create a MSTI in the Switch.

Parameter Description
MSTI ID Enter a number between 1 and 15 to set a new MSTI on the Switch.
Type Create is selected to create a new MSTI. No other choices are available for this field when

creating a new MSTI.
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VID List (1-4094)

This field is used to specify the VID range from configured VLANs set on the Switch.
Supported VIDs on the Switch range from ID number 1 to 4094.

Click Apply to implement changes made.

To configure the settings for the CIST, click on its hyperlinked name in the MST Configuration Identification window, which
will reveal the following window to configure:

Instance ID Settings
MSTIID

VID List (1-4094)

show MET Confimuration Table

Figure 3- 54. Instance ID Settings window (CIST modify)

The user may configure the following parameters to configure the CIST on the Switch.

Parameter Description
MSTI ID The MSTI ID of the CIST is 0 and cannot be altered.
Type This field allows the user to choose a desired method for altering the MSTI settings. The user

has 2 choices.

Add VID - Select this parameter to add VIDs to the MSTI ID, in conjunction with the VID
List parameter.

Remove VID - Select this parameter to remove VIDs from the MSTI ID, in conjunction
with the VID List parameter.

VID List (1-4094)

This field is used to specify the VID range from configured VLANs set on the Switch. Supported
VIDs on the Switch range from ID number 1 to 4094. This field is inoperable when configuring
the CIST.

Click Apply to implement changes made.

To configure the parameters for a previously set MSTI, click on its hyperlinked MSTI ID number, which will reveal the following
window for configuration.

Instance ID Settings

wtm
e e

VID List (1-4094)

chow MET Confisuration Table

~ |

Apply |

Figure 3- 55. Instance ID Settings window (Modify)

The user may configure the following parameters for a MSTI on the Switch.

Parameter

Description

MSTI ID

Displays the MSTI ID previously set by the user.

138




Type This field allows the user to choose a desired method for altering the MSTI settings. The
user has four choices.

Add VID - Select this parameter to add VIDs to the MSTI ID, in conjunction with the
VID List parameter.

Remove VID - Select this parameter to remove VIDs from the MSTI ID, in con-
junction with the VID List parameter.

VID List (1-4094) This field is used to specify the VID range from configured VLANSs set on the Switch that the
user wishes to add to this MSTI ID. Supported VIDs on the Switch range from ID number 1
to 4094. This parameter can only be utilized if the Type chosen is Add or Remove.

Click Apply to implement changes made.

MSTP Port Information

This window displays the current MSTP Port Information and can be used to update the port configuration for an MSTI ID. If a
loop occurs, the MSTP function will use the port priority to select an interface to put into the forwarding state. Set a higher
priority value for interfaces to be selected for forwarding first. In instances where the priority value is identical, the MSTP
function will implement the lowest MAC address into the forwarding state and other interfaces will be blocked. Remember that
lower priority values mean higher priorities for forwarding packets.

To view the following window, click L2 Features > Spanning Tree > MSTP Port Information, as shown below:

1 v/ Pot1 v

MSTP Port Information-Port 1 of Unit 1

MSTI [Designated Bridge Internal PathCost
1] IREFY

200000 128 Disabled Dizabled

Figure 3- 56. MSTP Port Information window

To view the MSTI settings for a particular port, select the Port number, located in the top left hand corner of the screen and click
Apply. To modify the settings for a particular MSTI Instance, click on its hyperlinked MSTI ID, which will reveal the following
window.

MSTI Settings-Port 1 of Unit 1
Instance ID 0
Internal Cost (0=Auto) 200000
Priority (0-240) 128

Show METE Port Information Table-Fort 1 of Tt 1

Figure 3- 57. MSTI Settings window
The user may configure the following parameters.

Parameter Description

Instance ID Displays the MSTI ID of the instance being configured. An entry of 0 in this field denotes the
CIST (default MSTI).
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Internal cost
(0=Auto)

This parameter is set to represent the relative cost of forwarding packets to specified ports
when an interface is selected within a STP instance. The default setting is 0 (auto). There are
two options:

0 (auto) - Selecting this parameter for the internalCost will set quickest route
automatically and optimally for an interface. The default value is derived from the
media speed of the interface.

value 1-200000000 - Selecting this parameter with a value in the range of 1-
200000000 will set the quickest route when a loop occurs. A lower Internal cost
represents a quicker transmission.

Priority (0-240)

Enter a value between 0 and 240 to set the priority for the port interface. A higher priority will
designate the interface to forward packets first. A lower number denotes a higher priority.

Click Apply to implement changes made.

STP Instance Settings

The following window displays MSTIs currently set on the Switch.

To view the following table, click L2 Features > Spanning Tree > STP Instance Settings, as shown below:

Instance
Type
CIST

STP Instance Settings

Dizabled 32768(Bridge Prionty : 32768, 5Y5 ID Ext: 0) bdodlify |

Figure 3- 58. STP Instance Settings window

The following information is displayed:

Parameter

Description

Instance Type

Displays the instance type(s) currently configured on the Switch. Each instance type is classified
by a MSTI ID. CIST refers to the default MSTI configuration set on the Switch.

Instance Status

Displays the current status of the corresponding MSTI ID

Instance Priority

Displays the priority of the corresponding MSTI ID. The lowest priority will be the root bridge.

Click Apply to implement changes made.

Click the Modify button to change the priority of the MSTI. This will open the Instance ID Settings window to configure.

Instance ID Settings
MSTIID 0

show STF Instance Table

Figure 3- 59. Instance ID Settings - Modify priority window

Parameter

Description

MSTI ID

Displays the MSTI ID of the instance being modified. An entry of O in this field denotes the
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CIST (default MSTI).

Type

The Type field in this window will be permanently set to Set Priority Only.

Priority (0-61440)

Enter the new priority in the Priority field. The user may set a priority value between 0 and
61440.

Click Apply to implement the new priority setting.

STP Port Settings

STP can be set up on a port
allows for the configuration

per port basis. In addition to setting Spanning Tree parameters for use on the switch level, the Switch
of groups of ports, each port-group of which will have its own spanning tree, and will require some of

its own configuration settings. An STP Group will use the switch-level parameters entered above, with the addition of Port
Priority and Port Cost. An STP Group spanning tree works in the same way as the switch-level spanning tree, but the root bridge
concept is replaced with a root port concept. A root port is a port of the group that is elected based on port priority and port cost,

to be the connection to the

network for the group. Redundant links will be blocked, just as redundant links are blocked on the

switch level. The STP on the switch level blocks redundant links between switches (and similar network devices). The port level
STP will block redundant links within an STP Group.

It is advisable to define an STP Group to correspond to a VLAN group of ports.

To view the STP Port Settings window click L2 Features > Spanning Tree > STP Port Settings, as shown below:

STP Port Settings

1% |Portl »|Portl

Aute/200000
Ate200000
Anute/200000
Aute/200000
Ate200000
Anute/200000
Aute/200000
Ate200000
Anute/200000
10 Aute/200000
Ate200000
12 Aute/200000
13 Aute/200000
14 Aute/200000
15 Aute/200000
16 Aute/200000
17 Aute/200000
18 Aute/200000
19 Aute/200000
20 Aute/200000
21 Aute/200000
22 Aute/200000
23 Aute/200000
24 Autes200000
25 Aute/200000

T+ e R IR e R W R O W B A B

—_
—

STP Port Settings Table-Unit 1

stPPotsetings ]
m-mmu
w0 “Yes | True * |True | Enabled + |Disabled +|Enahled +|False ¥ | False + Apply

—
S TS O S N T

Falseldo Auto/Tes Enabled Digabled Digabled False False

/2 False/Me AutelTes Enabled Dizabled Dizabled Falze Falze

212 False/o AutelTes Enabled Dizabled Dizabled Falze Falze

2f2 Falseldo Auto/Tes Enabled Digabled Digabled False False

/2 False/Me AutelTes Enabled Dizabled Dizabled Falze Falze

212 False/o AutelTes Enabled Dizabled Dizabled Falze Falze

212 Falseldo Auto/Tes Enabled Digabled Digabled False False

/2 False/Me AutelTes Enabled Dizabled Dizabled Falze Falze

212 False/o AutelTes Enabled Dizabled Dizabled Falze Falze

212 Falseldo Auto/Tes Enabled Digabled Digabled False False

/2 False/Me AutelTes Enabled Dizabled Dizabled Falze Falze

212 False/o AutelTes Enabled Dizabled Dizabled Falze Falze

212 Falseldo Auto/Tes Enabled Digabled Digabled False False

/2 False/Me AutelTes Enabled Dizabled Dizabled Falze Falze

212 False/o AutelTes Enabled Dizabled Dizabled Falze Falze

212 Falseldo Auto/Tes Enabled Digabled Digabled False False

/2 False/Me AutelTes Enabled Dizabled Dizabled Falze Falze

212 False/o AutelTes Enabled Dizabled Dizabled Falze Falze

212 Falseldo Auto/Tes Enabled Digabled Digabled False False

/2 False/Me AutelTes Enabled Dizabled Dizabled Falze Falze

212 False/Mo AutelTes Enabled Dhzabled Dizabled Falze Falze

212 Falseldo Auto/Tes Enabled Digabled Digabled False False

/2 False/Me AutelTes Enabled Dizabled Dizabled Falze Falze

212 False/Mo AutelTes Enabled Dhzabled Dizabled Falze Falze

212 Falseldo Auto/Tes Enabled Digabled Digabled False False

Figure 3- 60. STP Port Settings window

The following STP Port Settings fields can be set:

Parameter Description

Unit Select the unit to configure.
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From/To

A consecutive group of ports may be configured starting with the selected port.

External Cost
(0=Auto)

This defines a metric that indicates the relative cost of forwarding packets to the specified port
list. Port cost can be set automatically or as a metric value. The default value is 0 (auto).

0 (auto) - Setting 0 for the external cost will automatically set the speed for forwarding packets
to the specified port(s) in the list for optimal efficiency. Default port cost: 100Mbps port =
200000. Gigabit port = 20000.

value 1-200000000 - Define a value between 1 and 200000000 to determine the external cost.
The lower the number, the greater the probability the port will be chosen to forward packets.

Hello Time

The time interval between transmissions of configuration messages by the designated port, to
other devices on the bridged LAN. The user may choose a time between 1 and 10 seconds.
The default is 2 seconds. This field is only operable when the Switch is enabled for MSTP.

Migrate

When operating in RSTP mode, selecting yes forces the port that has been selected to
transmit RSTP BPDUs.

Edge

Choosing the True parameter designates the port as an edge port. Edge ports cannot create
loops, however an edge port can lose edge port status if a topology change creates a potential
for a loop. An edge port normally should not receive BPDU packets. If a BPDU packet is
received, it automatically loses edge port status. Choosing the False parameter indicates that
the port does not have edge port status.

P2P

Choosing the True parameter indicates a point-to-point (P2P) shared link. P2P ports are similar
to edge ports, however they are restricted in that a P2P port must operate in full duplex. Like
edge ports, P2P ports transition to a forwarding state rapidly thus benefiting from RSTP. A P2P
value of False indicates that the port cannot have P2P status. Auto allows the port to have P2P
status whenever possible and operate as if the P2P status were true. If the port cannot
maintain this status, (for example if the port is forced to half-duplex operation) the P2P status
changes to operate as if the P2P value were False. The default setting for this parameter is
True.

State

This drop-down menu allows you to enable or disable STP for the selected group of ports. The
default is Enabled.

LBD

Use the pull-down menu to enable or disable the Loopback Detection function on the Switch for
the ports configured above. For more information on this function, see the Loopback Detection
field in the STP Bridge Global Settings window, mentioned earlier in this section.

BPDU

Choosing Enabled will allow the forwarding of BPDU packets in the specified ports from other
network devices. This will go into effect only if STP is globally disabled AND Forwarding BPDU
is globally enabled (See the STP Bridge Global Settings window above).

The default setting Disabled, does not forward BPDU packets when STP is disabled.

Restricted Role

Toggle between True and False to set the restricted role state of the packet. If True causes the
port not to be selected as the root port for the CIST or any MSTI, even if it has the best
spanning tree priority vector, such a port will be selected as an Alternate Port after the Root
Port has been selected. Setting this variable can cause lack of spanning tree connectivity. It is
set by a network administrator to prevent bridges external to a core region of the network
influencing the spanning tree active topology, possibly because those bridges are not under
the full control of the administrator. This parameter is False by default.

Restriced TCN

Toggle between True and False to set the restricted TCN of the packet. If True causes the port
not to be selected as the root port for the CIST or any MSTI, even if it has the best spanning
tree priority vector, such a port will be selected as an Alternate Port after the Root Port has
been selected. Setting this variable can cause lack of spanning tree connectivity. It is set by a
network administrator to prevent bridges external to a core region of the network influencing
the spanning tree active topology, possibly because those bridges are not under the full control
of the administrator. This parameter should be False by default.

Click Apply to implement changes made.
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NOTE: If you want to enable Forwarding BPDU on a per port basis, the following settings must first be
in effect: 1. STP must be globally disabled and 2. Forwarding BPDU must be globally enabled. These
are the default settings configurable in the STP Bridge Global Settings window discussed previously.

143



Forwarding & Filtering

The Forwarding & Filtering section is made up of Unicast Forwarding, Multicast Forwarding, and Multicast Filtering Mode.

Unicast Forwarding

The following window is used to set up unicast forwarding on the Switch.

To view this window, click L2 Features > Forwarding & Filtering > Unicast Forwarding, as shown below:

Unit

1 »

Unit

Unicast Forwarding Table

Static Unicast Forwarding Table

ot MAC Address VD [VEAN Name e

Total Entries:0

Pt VD iac Adas

Fortl « 1 00-00-00-00-00-00
Add

Figure 3- 61. Unicast Forwarding Table window

To add or edit an entry, define the following parameters and then click Add:

Parameter Description

Unit Enter the unit to configure.

Port Allows the selection of the port number on which the MAC address entered above resides.
VID The VLAN ID number of the VLAN on which the above Unicast MAC address resides.

MAC Address The MAC address to which packets will be statically forwarded. This must be a unicast MAC

address.

To delete an entry in the Unicast Forwarding Table, click the corresponding % under the Delete heading.
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Multicast Forwarding

The following window is used to set up multicast forwarding on the Switch.

To view this window, click L2 Features > Forwarding & Filtering > Multicast Forwarding, as shown below:

Static Multicast Forwarding Settings
Add New IMulticast Forwarding Settings

Current Multicast Forwarding Entries

VLAN ID MAC Address Delete

Total Entries:0

Figure 3- 62. Static Multicast Forwarding Settings window

The Static Multicast Forwarding Settings window displays all of the entries made into the Switch's static multicast forwarding
table. Click the Add button to open the Setup Static Multicast Forwarding Table window, as shown below:

Setup Static Multicast Forwarding Table
Multicast MAC Address

Illﬂlﬂﬂﬂﬂlllllll

f‘f‘f‘f‘f‘f‘f‘f‘“‘f‘f‘f‘f‘f‘f‘f‘f‘f‘f‘f‘f‘f‘f‘f‘

o 9 e e R R R R R e |

None

Egress T e

Show All Multicast Forwarding Entries

Figure 3- 63. Setup Static Multicast Forwarding Table window

The following parameters can be set:

Parameter Description
Unit Select the unit to configure.
VID The VLAN ID of the VLAN to which the corresponding MAC address belongs.

Multicast MAC The MAC address of the static source of multicast packets. This must be a multicast MAC
Address address.

Port Settings Allows the selection of ports that will be members of the static multicast group and ports that are
either forbidden from joining dynamically, or that can join the multicast group dynamically, using
GMRP. The options are:

None - No restrictions on the port dynamically joining the multicast group. When None is chosen,
the port will not be a member of the Static Multicast Group.

Egress - The port is a static member of the multicast group.

Click Apply to implement the changes made. To delete an entry in the Static Multicast Forwarding Table, click the corresponding
# under the Delete heading. Click the Show All Multicast Forwarding Entries link to return to the Static Multicast Forwarding
Settings window.
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Multicast Filtering Mode

To view this window, click L2 Features > Forwarding & Filtering > Multicast Filtering Mode, as shown below:

Multicast Filtering Mode Settings

Filtering Mode

All [ Forward All Groups v || Apply

Multicast Filtering Mode Table

Multicast Filtering Mode
default Forward Unregistered Groups

Figure 3- 64. Multicast Filtering Mode Settings window

The following parameters can be set:

Parameter

Description

VLAN Name

The VLAN to which the specified filtering action applies. Tick the All check box to apply the action
to all VLANs on the Switch.

Filtering Mode

This drop-down menu allows you to select the action the Switch will take when it receives a
multicast packet that requires forwarding to a port in the specified VLAN.

Forward All Groups — This will instruct the Switch to forward a multicast packet to all
multicast groups residing within the range of ports specified above.

Forward Unregistered Groups — This will instruct the Switch to forward a multicast packet
whose destination is an unregistered multicast group residing within the range of ports
specified above.

Filter Unregistered Groups — This will instruct the Switch to filter any multicast packets
whose destination is an unregistered multicast group residing within the range of ports
specified above but it will forward the multicast reserved address. For example:
224.0.0.x/24 and FFOx::/16 can be forwarded in Filter Unregistered Groups mode

Click Apply to implement changes made.
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LLDP

The Link Layer Discovery Protocol (LLDP) allows stations attached to a LAN to advertise, to other stations attached to the same
LAN segment, the connectivity and management information necessary to identify, to those management entities, the station's
point of attachment to the LAN or network. The information distributed via this protocol is stored by its recipients in a standard
management information base (MIB), making it possible for the information to be accessed by a network management system
(NMS) using a management protocol such as the Simple Network Management Protocol (SNMP).

LLDP standard specifies the necessary protocol and management elements to:

1. Facilitate multi-vendor inter-operability and the use of standard management tools to discover and make available
physical topology information for network management

2. Make it possible for network management to discover certain configuration inconsistencies or malfunctions that can
result in impaired communication at higher layers.

3. Provide information to assist network management in making resource changes and/or reconfigurations that correct
configuration inconsistencies or malfunctions identified above.

LLDP is a one way protocol (transmit and receive are separated). An LLDP agent can transmit information about the capabilities
and current status of the system associated with its MSAP identifier. The LLDP agent can also receive information about the
capabilities and current status of the system associated with a remote MSAP identifier. However, LLDP agents are not provided
any means of soliciting information from other LLDP agents via this protocol.

LLDP allows the transmitter and the receiver to be separately enabled, making it possible to configure an implementation to
restrict the local LLDP agent either to transmit only or receive only, or to allow the local LLDP agent to both transmit and receive
LLDP information

LLDP Global Settings

The following window is used to set up LLDP on the Switch.

To view this window, click L2 Features > LLDP > LLDP Global Settings, as shown below:

Message TX Interval (5-32768) 30
Message TX Hold Multiplier (2-10) 4
:
:
:

Figure 3- 65. LLDP Operation State Settings window



The following parameters can be set:

Parameter

Description

LLDP Operation
State

When this function is Enabled, the switch can start to transmit LLDP packets and receive and
process the LLDP packets. The specific function of each port will depend on the per port
LLDP setting. For the advertisement of LLDP packets, the switch announces the information
to its neighbor through ports. For the receiving of LLDP packets, the switch will learn the
information from the LLDP packets advertised from the neighbor in the neighbor table.

LLDP Forward
Message State

Use the drop-down menu to disable or enable the LLDP forward message state.

Message TX Interval
(5-32768)

This parameter indicates the interval at which LLDP frames are transmitted on behalf of this
LLDP agent. The default value is 30 seconds.

Message TX Hold
Multiplier (2-10)

This parameter is a multiplier that determines the actual TTL value used in an LLDPDU. The
default value is 4.

Relnit Delay (1-10)

This parameter indicates the amount of delay from when adminStatus becomes "disabled"
until re-initialization will be attempted. The default value is 2 seconds.

TX Delay (1-8192)

This parameter indicates the delay between successive LLDP frame transmissions initiated
by value or status changes in the LLDP local systems MIB. The value for txDelay is set by the
following range formula: 1 < txDelay < (0.25 x msgTxInterval) The default value is 2 seconds.

Notification Interval
(5-3600)

Used to configure the timer of notification interval for sending notification to configured SNMP
trap receiver(s). The default value is 5 seconds.

Click Apply to implement changes made.
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Basic LLDP Port Settings

The following window is used to set up LLDP on individual port(s) on the Switch.

To view this window, click L2 Features > LLDP > Basic LLDP Port Settings, as shown below:

Basic LLDP Port Settings

. MNotification . Port System System el
Unit From To \ Admin Status R i ystem -
State Description Name Description |Capabhilities

1 % || Port1 v ||Portl % Disabled » || TH_Only + || Disahled + | Disabled + || Disabled * | Disablad ~ || Apply

Basic LLDP Port Settings Table

Nutiﬁt. ation State [Admin Status/Port Description |System Name [System Description |System Capabilities

1 Disabled TH and B Disabled Thsabled Thsabled Disabled
2 Diszabled TH _and F¥ Disabled Thszabled Thszabled Disabled
3 Dusabled TH and RHE Disabled Dusabled Dusabled Disabled
4 Dyszabled TH_and BX Disabled Dizabled Dizabled Disabled
B Dizabled TH_and B¥ Dizabled Dizabled Dizabled Dizabled
& Dizabled TH_and BX Dizabled Dizabled Dizabled Dizabled
7 Dizabled T and B¥ Dizabled Dizabled Dizabled Disabled
8 Dhsabled T and E¥ Disabled Dhsabled Dhsabled Disabled
9 Disabled T and E3 Disabled Thsabled Thsabled Disabled
10 Disabled T and E3 Disabled Thszabled Thsabled Disabled
11 Disabled TH and FX Disabled Thszabled Thszabled Disabled
12 Dusabled TH and RHE Disabled Dusabled Dusabled Disabled
1= Dyszabled TH_and BX Disabled Dizabled Dizabled Disabled
14 Dizabled TH_and B¥ Dizabled Dizabled Dizabled Dizabled
15 Dizabled TH_and B Dizabled Dizabled Dizabled Dizabled
14 Dizabled T and B Dizabled Dizabled Dizabled Dizabled
17 Dizabled T and EX Disabled Dizabled Dizabled Disabled
18 Disabled T and E3 Disabled Thszabled Thszabled Disabled
1% Disabled T and E3¥ Disabled Thsabled Thszabled Disabled
20 Disabled TH and FX Disabled Thszabled Thsabled Disabled
21 Dusabled TH and RHE Disabled Dusabled Dusabled Disabled
22 Duzabled TH_and B3 Disabled Dizabled Dizabled Disabled
23 Dizabled TH_and BEX Disabled Dizabled Dizabled Disabled
24 Dizabled TH_and B Dizabled Dizabled Dizabled Dizabled
25 Dizabled TH_and B Dizabled Dizabled Dizabled Dizabled

Figure 3- 66. Basic LLDP Port Settings window

The following parameters can be set or displayed:

Parameter Description

Unit Select the desired stacking unit, if applicable.

From/To Select a port or group of ports using the pull-down menus.

Notification State Used to configure each port for sending notification to configured SNMP trap receiver(s).

Enable or disable each port for sending change notification to configured SNMP trap
receiver(s) if an LLDP data change is detected in an advertisement received on the port from
an LLDP neighbor. The definition of change includes new available information, information
timeout, and information update. In addition, the changed type includes any data update
linsert/remove.
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Admin Status

Use the drop-down menu to choose: TX_Only, RX_Only, TX_and_RX, or Disabled.

Port Description

Use the drop-down menu to toggle Port Description between Enabled and Disabled.

System Name

Use the drop-down menu to toggle System Name between Enabled and Disabled.

System Description

Use the drop-down menu to toggle System Description between Enabled and Disabled.

System Capabilities

Use the drop-down menu to toggle System Capabilities between Enabled and Disabled.

Click Apply to implement changes made.
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802.1 Extension LLDP Port Settings

The following window is used to set up 802.1 Extension LLDP on individual port(s) on the Switch.

To view this window, click L2 Features > LLDP > 802.1 Extension LLDP Port Settings, as shown below:

] 1w

From Port1 »

0 Fart1
Port VLAN ID Disabled
Protocol VLAY ID WLANM 1D v Disahled +
VLA Name WLAN 1D v Disghled +
Protocol Identify EAPOL v Disahled +
802.1 Extension LLDP Port Settings Table
Enal:lled Protocol VLAN ID Enabled Protocol Identity
1 Disabled Mone) (Mone) (Mone)
2 Dizabled Mone) MNone) {MHone)
3 Disabled Mone) (Mone) (Mone)
4 Dizabled Mone) MNone) {MHone)
5 Disabled Mone) (Ione) (I one)
& Dizabled Mone) {Mone) {Mone)
7 Dizabled Mone) (Mone) (Mone)
8 Dizabled Mone) {Mone) {Mone)
9 Dizabled Mone) (Mone) (Mone)
10 Dizabled (Mone) Mone) Mone)
11 Dizabled Mone) (Mone) (Mone)
12 Dizabled (Mone) Mone) Mone)
13 Dizabled Hone) (Mone) (Mone)
14 Dizabled (Mone) Mone) Mone)
15 Dyzabled Mone) {Mone) {Mone)
16 Dizabled (Mone) Mone) Mone)
17 Dyzabled Mone) Mone) {Hone)
18 Disabled Mone) (Mone) (Mone)
18 Dizabled Mone) MNone) {MHone)
20 Disabled Mone) (Mone) (Mone)
21 Dyzabled Mone) MNone) {MHone)
22 Disabled Mone) (Ione) (I one)
23 Dizabled Mone) {Mone) {Mone)
24 Disabled Mone) (Ione) (I one)
25 Dizabled Mone) {Mone) {Mone)

Figure 3- 67. 802.1 Extension LLDP Port Settings Table window

The following parameters can be set or displayed:

Parameter Description

Unit Select the desired stacking unit, if applicable.
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From/To Select a port or group of ports using the pull-down menus.

Port VLAN ID Use the drop-down menu to toggle Port VLAN ID between Enabled and Disabled.

Protocol VLAN ID Use the drop-down menu to toggle among VLAN ID, VLAN Name, and All. Use the drop-
down menu to toggle between Enabled and Disabled.

VLAN Name Use the drop-down menu to toggle among VLAN ID, VLAN Name, and All. Use the drop-
down menu to toggle between Enabled and Disabled.

Protocol Identity Use the drop-down menu to toggle among EAPOL, LACP, GVRP, STP, and All. Use the
drop-down menu to toggle between Enabled and Disabled.

Click Apply to implement changes made.
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802.3 Extension LLDP Port Settings

The following window is used to set up 802.3 Extension LLDP on individual port(s) on the Switch.
To view this window, click L2 Features > LLDP > 802.3 Extension LLDP Port Settings, as shown below:

--_ﬂ
Configuration/Status geregation (Size
w| |Port1 | Potl +| Disahled » Disahled + | |Disabled * Apply
1 Dizabled Disabled Dizabled
2 Dizabled Disabled Disabled
3 Disabled Disabled Disabled
4 Dizabled Disabled Disabled
5 Disabled Disabled Disabled
6 Dizabled Digabled Digabled
7 Disabled Disabled Disabled
g Dizabled Digabled Digabled
9 Dizabled Disabled Disabled
10 Dizabled Disabled Dizabled
11 Disabled Disabled Disabled
12 Disabled Disabled Disabled
13 Disabled Disabled Disabled
14 Disabled Dhsabled Disabled
15 Dizabled Digabled Digabled
16 Disabled Disabled Disabled
17 Dizabled Digabled Digabled
18 Dizabled Disabled Disabled
18 Dizabled Disabled Dizabled
20 Disabled Disabled Disabled
21 Disabled Disabled Disabled
22 Disabled Disabled Disabled
23 Disabled Dhsabled Disabled
24 Digabled Digabled Digabled
25 Disabled Disabled Disabled

Figure 3- 68. 802.3 Extension LLDP Port Settings Table window

The following parameters can be set or displayed:

Parameter Description

Unit Select the desired stacking unit, if applicable.

From/To Select a port or group of ports using the pull-down menus.

MAC/PHY Use the drop-down menu to toggle the MAC/PHY Configuration/Status between Enabled and

Configuration/Status | Disabled.

Power Via MDI This TLV optional data type indicates that LLDP agent should transmit 'Power via MDI TLV".
Three IEEE 802.3 PMD implementations (10BASE-T, 100BASE-TX, and 1000BASE-T) allow
power to be supplied over the link for connected non-powered systems. The Power Via MDI
TLV allows network management to advertise and discover the MDI power support
capabilities of the sending IEEE 802.3 LAN station. The default state is Disabled.

Link Aggregation Use the drop-down menu to toggle Link Aggregation between Enabled and Disabled.
Maximum Frame Use the drop-down menu to toggle Maximum Frame Size between Enabled and Disabled.
Size

Click Apply to implement changes made.
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LLDP Management Address Settings

The following window is used to set up LLDP management address settings on the Switch.

To view this window, click L2 Features > LLDP > LLDP Management Address Settings, as shown below:

LLDP Management Address Settings

Port1 | |[Portl v | IPvdAddress v Disabled v
Enabled Management Address Table
Enabled Management Address
1 {ITone)
2 {ITone)
3 {ITone)
4 Ione)
3 Ione)
& {Tone)
¥ {Tone)
8 {Tone)
] {ITone)
10 {ITone)
11 {ITone)
12 Ione)
13 Ione)
14 {Tone)
15 {Tone)
16 {Tone)
17 {ITone)
18 {ITone)
19 {ITone)
20 Ione)
21 Ione)
22 {Tone)
23 {Tone)
24 {Tone)
25 {ITone)

Figure 3- 69. LLDP Management Address Settings window

The following parameters can be set or displayed:

Parameter Description

Unit Select the desired stacking unit, if applicable.

From/To Select a port or group of ports using the pull-down menus.

Address Type Use the drop-down menu to toggle between IPV4 Address and IPV6 Address.
Address Enter the LLDP management address in this field.

Port State Use the drop-down menu to toggle the Port State between Enabled and Disabled.

Click Apply to implement changes made.
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LLDP Statistics

The following window is used to display LLDP statistics.

To view this window, click L2 Features > LLDP > LLDP Statistics, as shown below:

LLDP Statistics System

Last Change Time

Number of Table Insert
Number of Table Delete
HNumber of Tahle Drop
Number of Tahle Age Out

Unit

LLDP Statistics Ports

Port|TxPort RxPortFrames [RxPort RxPort RxPortTLYs |RxPortTL¥s RxPort
ID (FramesTotalDiscardedT otalFramesErrors [FramesTotal Discarded T otal| UnrecognizedT otal AgeoutsT otal
0 0 0 0 0

WD =] oh Lh s L B
L)

—
L]

= =0
[ =
o o o o o o o o o o o o o o oo oo oo oo o o
o o o o o o o o o o oo oo oo oo oo oo o
o o o o o o o o o o o o oo oo oo o oo oo o
o o o o o o o o o o oo o oo oo oo oo oo o
o o o o o o o o o o o o oo oo oo o oo oo o
o o o o o o o o o o o o oo oo oo o oo oo o
o o o o o o o o o o o o oo oo oo o oo oo o

Figure 3- 70. LLDP Statistics System window
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LLDP Management Address Table

The following window is used to make entries to and display the LLDP Management Address Table.

To view this window, click L2 Features > LLDP > LLDP Management Address Table, as shown below:

Management Address IPvd Address | »

LLDP Management Address Table

Nolups — Jaddess  [Fhpe oD Jadverisingtors
1 IF+wd 10.590.90.20 Tilenown 136141171.1070.4 (Mone)
Total Entries:1

Figure 3- 71. LLDP Management Address Table window

Use the drop-down menu to select the type of Management Address, enter an IP address in the field provided, and then click the
Find button.

LLDP Local Port Table

The following window is used to display the LLDP Local Port Brief Table.

To view this window, click L2 Features > LLDP > LLDP Local Port Table, as shown below:
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Figure 3-72. LLDP Local Port Brief Table window
Click the View button to display additional information about entries on the LLDP Local Port Brief Table.
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LLDP Remote Port Table

The following window is used to display the LLDP Remote Port Brief Table.

To view this window, click L2 Features > LLDP > LLDP Remote Port Table, as shown below:

LLDP Remote Port Brief Table
FortID:1:1

Femote Entities Count : ()
(Mone)

MNeormal ;. View MNenmal

Detailed : View Detailed

Figure 3- 73. LLDP Remote Port Brief Table window
Click the View Normal and View Detailed hyperlinks to display additional information.
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Q-in-Q

Q-in-Q is designed for service providers to carry traffic from multiple users across a network. Q-in-Q is used to maintain customer
specific VLAN and Layer 2 protocol configurations even when the same VLAN ID is being used by different customers. This is
achieved by inserting SPVLAN tags into the customer’s frames when they enter the service provider’s network, and then
removing the tags when the frames leave the network.

Customers of a service provider may have different or specific requirements regarding their internal VLAN IDs and the number of
VLANS that can be supported. Therefore customers in the same service provider network may have VLAN ranges that overlap,
which might cause traffic to become mixed up. So assigning a unique range of VLAN IDs to each customer might cause
restrictions on some of their configurations requiring intense processing of VLAN mapping tables which may exceed the VLAN
mapping limit. Q-in-Q uses a single service provider VLAN (SPVLAN) for customers who have multiple VLANSs. Customer’s
VLAN IDs are segregated within the service provider’s network even when they use the same customer specific VLAN ID. Q-
in-Q expands the VLAN space available while preserving the customer’s original tagged packets and adding SPVLAN tags to
each new frame.

Q-in-Q Settings

This function allows the user to enable or disable the
Qin-Q functon. o5 R
To view this window click L2 Features > Q-in-Q >
Global Settings, as shown.
s [rrom [fo le [Vissiep [3PD 0100 use e oty [aw |
1 w|[Pat1 ~|[Pat1 ~|[MNI [ Disabled v |oxsaas Disabled
rw oo Piwiw D [ty |
1 Normal Dizabled OxB100 Disabled
2 Mormal Duzabled (22100 Dizabled
3 Mormal Duzabled (8100 Dizabled
4 Hortmal Dizabled (28100 Dizabled
5 Normal Dizabled OxB100 Disabled
& Mormal Duzabled (22100 Dizabled
7 Mormal Duzabled (8100 Dizabled
3 Hortmal Dizabled (28100 Dizabled
9 Normal Dizabled OxB100 Dizabled
10 Mormal Duzabled (22100 Dizabled
11 Mormal Duzabled (8100 Dizabled
12 Hortmal Dizabled (28100 Dizabled
13 Normal Dizabled 08100 Disabled
14 Normal Digabled O=8100 Dizabled
15 Mormal Duzabled (8100 Dizabled
16 Mormal Duzabled (3100 Dizabled
17 Normal Dizabled 0z8100 Disabled
18 Normal Digabled O=8100 Dizabled
15 Mormal Duzabled (8100 Dizabled
20 Mormal Duzabled (3100 Dizabled
21 Normal Dizabled 0z8100 Disabled
22 Normal Digabled O=8100 Dizabled
23 Mormal Duzabled (8100 Dizabled
24 Mormal Duzabled (3100 Dizabled
25 Normal Dizabled 0z8100 Disabled
Figure 3- 74. Q-in-Q Global Settings window
The following fields can be set:
‘ Parameter Description
Q-in-Q State Use the pull-down menu to enable or disable the Q-in-Q Global State. When Q-in-Q is

Enabled, all network port roles will have NNI ports and their outer TPID set to 0x88a8. All
existing static VLANs will run as SP-VLANs. All dynamically learned L2 addresses and all
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dynamically registered VLAN entries will be cleared, GVRP will be disabled. According
802.1ad, the address 01-80-c2-00-00-08 will be used for STP in the provider's network. So the
user shall disable STP first, and then use the new address for STP state machine. The default
setting is Disabled.

Unit

Select the Switch to be configured.

From/To

A consecutive group of ports that are part of the VLAN configuration starting with the selected
port.

Role

The user can choose between UNI or NNI role.

UNI — To select a user-to-network interface which specifies that communication between the
specified user and a specified network will occur.

NNI — To select a network-to-network interface specifies that communication between two
specified networks will occur.

Missdrop

Enable or Disable C-VLAN based on SP-VLAN assignment miss drop. When enabled the
tagged packet will be dropped if the VLAN translation look up misses. When disabled the
packet will not be dropped if the VLAN translation loop up misses. If VLAN translation table
lookup misses, the packet can be either dropped or add an outer VLAN based on
MAC/SUBNET/PROTOCOL/PORT based VLAN configuration. This will make the packet as a
double tagged packet.

Note: The result will be Transparent Mode behavior.

TPID(0x1-0xffff)

The Outer TPID is used for learning and switching packets. The Outer TPID constructs and
inserts the outer tag into the packet based on the VLAN ID.

Use Inner Priority

Specify whether to use the priority in the C-VLAN tag as the priority in the S-VLAN tag. By
default, the setting is Disabled.

Click Apply to implement changes.
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VLAN Translation Settings

The VLAN translation settings translates the VLAN ID carried in the data packets it receives from private networks into those
used in the Service Providers network.

To view this window, click L2 Features > Q-in-Q > VLAN Translation Settings, as shown below:

VLAN Translation Settings

1% Potl » |Potl Add v MNone v || Apply || Find By Parts || Delets Al |

Total Entries: 0
YLAN Translation Table

Show AlVTAN Translation Table

Figure 3- 75. VLAN Translation Settings window
The following fields can be set:

Parameter Description

Unit Select the unit to configure.

From/To A crtonsecutive group of ports that are part of the VLAN configuration starting with the selected
port.

CVID List The customer VLAN ID List to which the tagged packets will be added.

Action Specify if for SPVID packets to be added or replaced.

SPVID(1-4094) This configures the VLAN to join the Service Providers VLAN as a tagged member.

Priority Select a priority for the VLAN ranging from 0-7. With 7 having the highest priority.

Click Apply to create a new entry, click Find By Ports to view the current entries by ports and Delete All to remove a VLAN
Translation entry. To view the VLAN translation table, click the hyperlinked Show All VLAN Translation Table.
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ERPS

The Switch supports ITU-T G.8032 Ethernet Ring Protection Switching (ERPS) to provide a reliable mechanism of malfunction
recovery in an Ethernet ring topology network.

ERPS Global Settings

This window is used to enable global ERPS function on the Switch. When both the global state and the specified ring ERPS state
are enabled, the specified ring will be activated. The global ERPS function cannot be enabled when any ERPS ring on the device
is enabled and the integrity of any ring parameter is not available. For each ring, with the individual ring state enabled and ERPS
enabled globally, the following integrity will be checked:

1. The Ring-Automatic Protection Switching (R-APS) VLAN is created.

2. The Ring port is a tagged member port of the R-APS VLAN.

3. The Ring Protection Link (RPL) port is specified if the RPL owner is enabled.
The default state is disabled.

To view this window, click L2 Features > ERPS > ERPS Global Settings, as shown below:

ERPS Global Settings

Global Status Disabled v
Log Status Disahled »
Trap Status Disahled

Figure 3- 76. ERPS Global Settings window
The following fields can be set:

Parameter Description

Global Status Enable the global ERPS function on a switch.

Log Status Enable or disable the log state of ERPS events. The default value is Disabled.
Trap Status Enable or disable the trap state of ERPS events. The default value is Disabled

Click Apply to implement changes made.

ERPS RAPS VLAN Settings

This window allows users to search for and display ERPS RAPS information. Enter an R-APS VLAN ID in the field provided.
To view this window, click L2 Features > ERPS > ERPS RAPS VLAN Settings, as shown below:

Add

(]

Total Rings: 0
ERPS RAPS VLAN Table

RAPS VID [Wost Fort ot Port[ratected VID it [ty [5u ung Moy

Figure 3- 77. ERPS RAPS VLAN Settings window
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Clicking the Add button will reveal the following window to configure:

show

ERPS RAPS VLAN Settings - Add

ALEEPS BEAPS VLAN

Figure 3- 78. ERPS RAPS VLAN Settings — Add window

Enter an R-APS VLAN ID in the field provided and click Apply to make a new entry for the ERPS RAPS VLAN Table.

To edit an exisiting ERPS RAPS VLAN Table entry, click the Modify button in the Modify column in the ERPS RAPS VLAN
Table. The following window will open:
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Figure 3- 79. ERPS RAPS VLAN Settings — Edit window

The following fields can be set:

Parameter Description

ERPS State This is used to configure ring state of the specified ring. When both the global state and the
specified ring ERPS state are enabled, the specified ring will be activated. STP and LBD
should be disabled on the ring ports before the specified ring is activated. The ring cannot be
enabled before the R-APS VLAN is created, and ring ports, RPL port, RPL owner, are
configured. Note that these parameters cannot be changed when the ring is activated. The
default ring state is Disabled.

West Click to specify the port as the west ring port. To specify as a Virtual Channel, tick the check
and toggle from Port to Virtual Channel.

West Port If Port is set above, enter the port to be configured.
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East

Click to specify the port as the east ring port. To specify as a Virtual Channel, tick the check
and toggle from Port to Virtual Channel.

East Port If Port is set above, enter the port to be configured.
RPL Port Tick the check box and use the drop-down menu to select West, East, or None.
West - Specify the west ring port as the RPL port.
East - Specify the east ring port as the RPL port.
None - This indicates that there is no RPL port on this node. By default, the node has no RPL
port.
RPL Owner Enable or disable the RPL owner. Enabled specifies the device as an RPL owner node.
Disabled indicates the node is not an RPL owner. By default, the RPL owner is disabled.
Protected VLAN This is used to configure the VLANs that are protected by the ERPS function. The R-APS
Action VLAN cannot be the protected VLAN. The protected VLAN can be one that has already been

created, or it can be used for a VLAN that has not yet been created. Toggle between Add or
Delete. Add - This adds VLANSs to the protected VLAN group. Delete - This removes VLANs
from the protected VLAN group.

Protected VIDList

Tick this check box and enter the VLANSs to be added or deleted.

Ring MEL (0-7)

Enter the ring MEL of the R-APS function. The range is from 0 to 7. The default ring MEL is 1.

Holdoff Time (0-
10000)

The Holdoff timer is used to filter out intermittent link faults when link failures occur during the
protection switching process. When a ring node detects a link failure, it will start the holdoff
timer and report the link failure event (R-APS BPDU with SF flag) after the link failure is
confirmed within period of time specified. The range is from 0 to 10000 milliseconds. The
default holdoff time is 0 milliseconds.

Guard Time (10-
2000)

The Guard timer is used to prevent ring nodes from receiving outdated R-APS messages. This
timer is used during the protection switching process after the link failure recovers. When the
link node detects the recovery of the link, it will report the link failure recovery event (R-APS
PDU with NR flag) and start the guard timer. Before the guard timer expires, all received R-
APS messages are ignored by this ring node, except in the case where a burst of three R-APS
event messages that indicates the topology of a sub-ring has changed and the node needs to
flush FDB are received on the node. In this case, the recovered link does not go into a
blocking state. The Guard Timer should be greater than the maximum expected forwarding
delay for which one R-APS message circles around the ring. The range is from 10 to 2000
milliseconds. The default guard time is 500 milliseconds.

WTR Time (5-12)

The WTR timer is used to prevent frequent operation of the protection switch due to an
intermittent defect. This timer is used during the protection switching process when a link
failure recovers. It is only used by the RPL owner. When the RPL owner in protection state
receives R-APS PDU with an NR flag, it will start the WTR timer. The RPL owner will block the
original unblocked RPL port and start to send R-APS PDU with an RB flag after the link
recovery is confirmed within this period of time. The range is from 5 to 12 minutes. The default
WTR time is 5 minutes.

Click Apply to implement changes made.

To edit ERPS RAPS Sub Ring Settings for an ERPS RAPS VLAN Table entry, click the Modify button in the Sub Ring Modify
column in the ERPS RAPS VLAN Table. The following window will open:
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ERPS RAPS Sub Ring Settings - Edit
-APS VLAN 14094

Sub-Ring R-APS VLAN Action A b

Sub-Ring R-APS VLAN

TC Propagation State Disahled

ERPS RAPS Sub Ring Table

R-APS VLAN Sub-Ring R-APS VLAN TC Propagation State

chow Al EEPS BAPS VLA

Figure 3- 80. ERPS RAPS Sub Ring Settings — Edit window
The following fields can be set:

Parameter Description

Sub-Ring R-APS Toggle between Add or Delete. Add connects the sub-ring to another ring. Delete disconnects
VLAN Action the sub-ring from a connected ring.

Sub-Ring R-APS Enter the sub-ring R-APS VLAN.

VLAN
TC Propagation This is used to configure the state of topology change propagation for the sub-ring. This setting is
State applied on the interconnection node.

Click Apply to implement changes made.




DULD Settings

The Switch features a D-Link Unidirectional Link Detection (DULD) module. The unidirectional link detection provides a
mechanism that can be used to detect unidirectional link for Ethernet switches whose PHY's do not support unidirectional OAM
operation. This function is established based on OAM, so OAM should be enabled before starting detection.

To view this window, click L2 Features > DULD Settings, as shown below:

N O e ol
1% Potl ~| PFotl + || Disabled ¥ | |Mormal v |5
1 Dizabled Dizabled Normal Unlnown
2 Digabled Dizabled Mortnal Tknewn 5
Ei Disabled Disabled Normal Unltnewn 5
4 Dizabled Dizabled Normal Unlnown 5
3 Digabled Dizabled Mortmal Tknewn 5
& Dizabled Dizabled Normal Unknewn 5
7 Dizabled Dizabled Normal Unlnown 5
8 Disabled Disabled Normal Unbnown 5
9 Dizabled Dizabled Normal Unlnown 5
10 Digabled Dizabled Mortnal Tknewn 5
11 Dizabled Dizabled Normal Unknewn 5
12 Dizabled Dizabled Normal Unlnown 5
13 Digabled Dizabled Mortnal Tknewn 5
14 Dizabled Dizabled Normal Unknewn 5
15 Dizabled Dizabled Normal Unlnown 5
16 Disabled Disabled Normal Unknown 3
17 Disabled Disabled Normal Unknewn 5
1s Dugabled Duzabled Mortnal Unkneown 5
19 Dizabled Dizabled Normal Unknewn 5
20 Dizabled Dizabled Normal Unlnown 5
21 Digabled Dizabled Mortnal Tknewn 5
22 Dizabled Dizabled Normal Unknewn 5
23 Dizabled Dizabled Normal Unlnown 5
24 Disabled Disabled Normal Unbnown 3
25 Disabled Disabled Normal Unknewn 5
Figure 3- 81. DULD Settings window
The following fields can be set:
Parameter Description
Unit Select the unit to configure.
From/To Select a range of ports.
Admin State Enable or disable the administration state. This indicates these ports unidirectional link
detection status. The default state is Disabled.
Mode Toggle between Shutdown and Normal. When Shutdown is selected, if any unidirectional link

is detected, this feature will disable the port and log an event. When Normal is selected, this
feature will only log an event when a unidirectional link is detected.

Discovery Time (5-
65535 sec)

Enter the port neighbor discovery time between 5 and 65535 seconds. If the discovery is timed
out, the unidirectional link detection will start. The default discovery time is 5 seconds

Click Apply to create a new entry.
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NLB Multicast FDB Settings

The Switch supports Network Load Balancing (NLB). This is a MAC forwarding control for supporting the Microsoft server load
balancing application where multiple servers can share the same IP address and MAC address. The requests from clients will be
forwarded to all servers, but will only be processed by one of them. The server can work in two different modes — unicast mode
and multicast mode. In unicast mode, the client uses a unicast MAC address as the destination MAC to reach the server. In
multicast mode, the client uses a multicast MAC address as the destination MAC to reach the server. The destination MAC is the
shared MAC. The server uses its own MAC address (rather than the shared MAC) as the source MAC address of the reply
packet.The NLB multicast FDB entry will be mutually exclusive with the L2 multicast entry. At the current time, only multicase
mode is supported.

To view this window, click L2 Features > NLB Multicast FDB Settings, as shown below:

Add

Total Entries: 0

MLB Multicast FDB Table

Figure 3- 82. NLB Multicast FDB Table window
To remove an entry from the table, click its corresponding % under the Delete heading.

Clicking the Add button will reveal the following window to configure:

NLB Multicast FDB Settings - Add

VID (1-4094)
MAC Address

chow AU MLE MWulicast FD'E Entries

Figure 3- 83. NLB Multicast FDB Settings - Add window
The following fields can be set:

‘ Parameter Description
VLAN Name Click the radio button and enter the VLAN of the NLB multicast FDB entry to be created.
VID (1-4094) Click the radio button and enter the VLAN by the VLAN ID.
MAC Address Enter the MAC address of the NLB multicast FDB entry to be created.

Click Apply to create a new entry. To view the NLB Multicast FDB Table, click the hyperlinked Show All NLB Multicast FDB
Entries.
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Section 4

L3 Features

Interface Settings
MD5 Key Settings
Route Redistribution Settings
Multicast Static Route Settings
Static/Default Route Settings
Route Preference Settings
Static ARP Settings
Gratuitous ARP Settings
Policy Route Settings
ECMP Algorithm Settings
IP Tunnel Settings
RIP
OSPF
DHCP Server
DHCPv6 Server
Filter DHCP Server
DNS Relay
DNS Resolver
VRRP
IP Multicast Routing Protocol
BGP
IP Route Filter
The following section will aid the user in configuring security functions for the Switch.
The Switch has the capability to support the following:
e IPv6 unicast, multicast and anycast addresses
e Allow for IPv6 packet forwarding
e IPv6 fragmentation and re-assembly
e  Processing of IPv6 packet and extension headers
e  Static IPv6 route configuration
e |Pv6 Neighbor Discovery

e Link-Layer Address resolution, Neighbor Unreachability Detection and Duplicate Address Detection over broadcast
mediums (ex: Ethernet)

e Send Router Advertisement

e ICMPV6 functionality
The following sections will briefly explain IPv6, its functionality and how IPv6 is implemented on this Switch.
Overview

IP version 6 is the logical successor to IP version 4. It was known that IPv4 could not support the amount of addresses that would
eventually be needed for not only each person, but each device that would require an IP address, and therefore a system with a
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larger pool of IP addresses was required. IPv6 has addressed that issue, along with other issues that enhance routing over the
network, provide better security and improve Quality of Service for Internet users. Some of the improvements made were:

Expanding the Capabilites for IP Addressing — IPv6 has increased the size of the IP address from 32 bits to 128 bits. As a
result, the addressing hierarchy has been greatly expanded, more nodes now have the capability of having a unique IP address and
the method of assigning an IP address to an interface has become cleaner and quicker. Unicast and multicast addresses still exist
but in a purer form and multicast addresses now have a scope field that increases the scalability of multicast routing. Also, an
anycast address has been added, which will send packets to the closest node that is a part of a group of nodes, thereby eliminating
a specified device for a particular group.

Simplifying the Packet Header — The IPv6 packet header has been simplified from IPv4 as some headers have been modified or
dropped altogether, which improves processing speed and cost. The IPv6 header now has a fixed length of 40 bytes consisting of
an 8-byte header and two 16-byte IP addresses (source and destination).

Extensions and Options Enhancement — Packet header option fields encoding has been enhanced to allow for proficient
forwarding of packets due to lesser restrictions on packet option length and encoding method. This enhancement will also allow
new option fields to be integrated into the IPv6 system without hassles and limitations. These optional headers are placed between
the header and the payload of a packet, if they are necessary at all.

Authentication and Privacy Extension Support — New authentication capabilities use extensions for data integrity and data
confidentiality for IPv6.

Flow Labeling — This new capability allows packets to be streamlined into certain traffic “flows” if labeled by the sender. In this
way, services such as “real time services or non-default quality of service can receive special attention for improved flow quality.

Packet Format

As in IPv4, the IPv6 packet consists of the packet header and the payload, but the difference occurs in the packet header that has
been amended and improved for better packet flow and processing. The following will outline and detail the IPv6 enhancements
and parts of the IPv6 packet, with special attention to the packet header.

IPv6 Header

The IPv6 packet header has been modified and simplified from IPv4. The header length, identification, flags, fragment offset and
header checksum have all been removed in the IPv6 header due to lack of necessity or improvement to a better function of the
header. The minimum header length is now 20 bytes but may be increased to as much as 60 bytes, using 4-byte increment
extensions. The following picture is an example of an IPv6 packet header.

— 32 bits ————*

Version (6)
4 bits

NEANEAN
40 \Sou\ce \ \16\ \
Bytes Address /Bytes

/
Iﬂestin\ation 16

Address /Bytes

Standard IPv6 Packet Header
Eight fields make up the basic IPv6 packet header:

Version — This 4-bit field defines the packet version, which is IPv6 and is defined as the number 6.

Traffic Class — This 1-byte field replaces the Type of Service field used in IPv4 and is used to process real-time data and other
data requiring special packet management. This field defines the Class of Service priority of an IPv6 packet.

Flow Label — This 20-bit field is used to facilitate the handling of real-time traffic. Hosts sending data can place a flow label into
this field to identify a sequence of packets that have an identical set of options. In this way, router can process these packets more
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efficiently once the flow class has been identified and the rest of the packet header no longer needs to be fully processed, just the
flow label and the source address. All flow label packets must have identical source and destination addresses.

Payload Length — Known as the datagram length in IPv4, this 16-bit field specifies the length of the IPv6 data carried after the
header of the packet. Extension headers are considered part of the payload and are included in the length specified here.

Next Header — This 8-bit field is used to identify the header immediately following the IPv6 header. When this field is set after
the hop by-hop header, it defines the extension header that will appear after the destination address. Each extension header must
be preceded by a Next Header field. Integers used to define extension headers in the next Header field use the same values as IPv4
(ex: 6=TCP, 17=UDP, etc.).

Hop Limit - Similar to the TTL field in IPv4, this 8-bit field defines the number of hops remaining after the packet has been
processed by a node, instead of the number of seconds left to live as on an IPv4 network. This field will decrement by one after
every node it passes and the packet will be discarded once this field reaches zero.

Source Address — This 16-byte field defines the IPv6 address of the source node sending the packet.

Destination Address — This 16-byte field defines the IPv6 address of the destination node receiving the packet. This may or may
not be the final destination node of this packet, depending on the routing header, if present.

Extension Headers

Extension headers are used to identify optional parameters regarding IPv6 packets such as routing, fragmentation of packets or
authentication parameters. The types of extension headers supported are Hop-by-Hop, Routing, Fragment, Destination Options,
Authentication and Encapsulating Security Payload. These extension headers are placed between the IPv6 packet header and the
payload and are linked together by the aforementioned Next Header, as shown below:

I1Pv6 header
Next Header = TCP

TCP header + data

IPv6 header
Next Header = Routing

Routing Header
Next Header = TCP

TCP header + data

IPv6 header

Destination Options

Routing Header

TCP header + data

Next Header = Header

Destination Options

Next Header = TCP
Next Header = Routing

Each header has a specific place in the header chain and must follow the following order:
e |Pv6 Header
e Hop-By-Hop Header (Must follow the IPv6 header)
e Destination Options
e Routing Header
e Fragment Header
e  Authentication Header
e Encapsulating Security Payload Header
e Destination Options Header
e  Upper Layer Header

There may be zero, one or more extension headers in the IPv6 header, they must be processed in order and they are to be in
increments of 8 octets in the IPv6 packet. Nodes that do not recognize the field of the extension header will discard the packet and
send a relevant ICMPv6 message back to the source.

Packet Fragmentation

At times, packets are sent out to a destination that exceed the size of the Path MTU, so the source node is required to split these
packets into fragments in individual packets which will be rebuilt when it reaches its final destination. Each of the packets that
will be fragmented is given an Identification value, by the source node. It is essential that each of these Identification values is
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different than any other fragmented packet recently sent that include the same source and destination address. The original packet
is divided into two parts, a fragmentable part and an unfragmentable part. The unfragemntable part of the packet consists of the
IPv6 header and any extension headers present, up to the routing extension header. The fragmentable part has the payload plus any
extension headers that must be processed by the final destination node. This part will be divided into multiple packets that are of a
size that can be accepted by the Path MTU. The IPv6 header is then included with this fragmented part and sent to its destination.
Once all parts of the fragmented packet reach its destination, they are reassembled using the Fragment Identification value,
provided that the source and destination addresses are identical.

Address Format

To address the problem of finding a larger pool of IP addresses for IPv6, the size and format of the IPv4 format needed to be
changed. Quadrupling the size of the address, from 32 bits to 128 bits, and encoding addresses using the hexadecimal form were
used to solve the problem. In IPv4, the format of the address looked like xxX.xXX.XXX.XxX, where the x’s represent integers from
0-9 (ex. 136.145.225.121). Now in IPv6, the format of the address resembles XXXX:XXXX:XXXX:XXXX:XXXX:XXXX:XXXX:XXXX where a
set of xxxx represents a 16-bit hexadecimal value (ex. 2D83:0C76:3140:0000:0000:020C:417A:3214). Although this address
looks long and cumbersome, there are some compression rules that will shorten the format of the IPv6 address to make it more
compatible to the user.

One such compression rule that is used is to remove leading zeros from any 16-bit hexadecimal value. This is only for zeros that
begin the value, not for zeros within the value or ones that are ending the value. Therefore, if we take the previous example IPv6
address and use the compression rules, our IPv6 address would look like this:

2D83:0C76:3140:0000:0000:020C:417A:3214 > 2D83:C76:3140:0:0:20C:417A:3214

The second compression method is to change a string of zero bits into two colons. At times, there may be strings of empty values
in the IPv6 address that are unused for this address, but are necessary for the format of other IPv6 addresses with alternate
purposes. To compress these zero strings, the format “::” is used to represent multiple zero fields in the address. This double colon
can only be used once in the IPv6 address because when a computer finds a colon, it will expand this field with as many zeros as
is necessary to reach the 128-bit address size. If two strings of zeros are present, separated by another non-zero field, a zero must
be used to represent one of the two zero fields. So, if we reduce our example using this compression, it would look like this:

2D83:0C76:3140:0000:0000:020C:417A:3214 - 2D83:C76:3140:0:0:20C:417A:3214 ->2D83:C76:3140::20C:417A:3214

When IPv4 and IPv6 nodes are mixed in a network, the IPv6 notation overcomes the difficulty of using an IPv4 address by
converting it to the IPv6 format using zeros at the beginning of the IPv4 address. For example, an IP address of 192.168.1.1 is
represented in IPv6 format x:x:x:x:d.d.d.d where the x’s are a string of zeros and the d’s represent the normal IPv4 address. (ex.
0:0:0:0:192.168.1.1 or condensed ::192.168.1.1 or hex form ::COA8:1:1).

Types
IPv6 addresses are classified into three main categories, unicast, multicast and anycast.

Unicast — This address represents a single interface on an IPv6 node. Any packet with a unicast address as its destination address
will only be sent to that specific node. Two types of unicast addresses are mainly used for IPv6.

e Link-Local — Defined by the IPv6 address prefix FE80::/10, link-local addresses allow for communication to occur
between devices on a local link. These addresses are used in neighbor discovery and stateless autoconfiguration.

e Global Aggregateable - Defined using a global routing prefix in the range of 2000::/3 to E000::/3, global addresses are
aggregated using these routing prefixes to produce unique IPv6 addresses, which will limit global routing table entries.
The MAC address of the device is used to produce this address in this form:

Global Unicast Address: global prefix + interface identifier (the interface indentifier is based on IEEE EUI-64:
XXXXXXUX XXXXXXKX XXXXXXKX XXXXXKXX XXXXXXXX XXXXXXXX, this is the 48 bit MAC address format, thereinto, u bit is
universal/local bit, we need to change the u bit to 1, and then insert the "FFFE") between the (first 3 bytes) of the MAC
address and the (last 3 bytes) of the MAC address.

For example, 00-0C-6E-6B-EB-0C >>> 00000000-0C-6E-6B-EB-0C >>> 00000010-0C-6E-6B-EB-0C >>> 02-0C-
6E-6B-EB-0C >>> 020C:6EFF:FE6B:EBOC, this is the 64 bits interface ID. When received the prefix will be 2000::/3,
so the ipv6 address will be 2000::20C:6EFF:FE6B:EBOC

Multicast — Like IPv4, multicast addresses are used to send packets to multiple destinations on a network. These interfaces must
be a part of the multicast group. IPv6 multicast prefixes begin with the prefix FF00::/8. FF represents the binary 1111 1111 which
identifies a multicast address. The first zero, which is a 4-bit integer, represents the lifetime of the packet. An entry of zero in this
field represents a permanent multicast address and an entry of one represents a temporary multicast address. The second zero,
which is also a 4-bit integer, defines the scope of the multicast address. This scope defines to what places the multicast address is
valid. For example, a value of 1 defines the node, 2 defines the link, 5 defines a site, 8 defines a organization and so on. Not all
integers are in use for the scope field. An example of this would be FF02 where the 2 represents a multicast packet going to all the
nodes on a local link.
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Anycast — The anycast address will send messages to the nearest node of a particular group. This address is assigned to multiple
interfaces in the group but only the node with the closest proximity will receive the message. These anycast addresses are
allocated from the unicast address space and therefore have no real defined prefix to distinguish it from other IPv6 addresses. The
main purpose of the anycast address is to identify a set of routers owned by an organization providing Internet service. It could
also be used to identify a set of routers connected to a particular subnet or permitting entrance to a specific routing domain.

Two other special types of addresses exist in IPv6. The unspecified address has a value of 0:0:0:0:0:0:0:0 which is comparable to
the 0.0.0.0 address in IPv4. This address is used to indicate the lack of a valid IP address on a node and may be used by a device
when booting and requesting address configuration notification. In its IPv6 condensed form, it appears as “::” and should not be
statically or dynamically assigned to an interface, nor should it be the destination address of an IPv6 packet, or located within the
routing header.

The second type of special address is the loopback address which is represented by 0:0:0:0:0:0:0:1, or ::1 in its compressed form.
It is akin to the 127.0.0.1 address in IPv4 and is used in troubleshooting and testing IP stacks. This address, like the unspecified
address, and should not be statically or dynamically assigned to an interface.

ICMPV6

Network professionals are already very familiar with ICMP for IPv4, which is an essential tool in the IPv4 network, relaying
messages about network problems and the general condition of the network. ICMPV6 is the successor to the IPv4 version and
performs many of the same basic functions as its precursor, yet is not compatible with ICMPv4. ICMPv6 has made improvements
over its forerunner, with such enhancements as managing multicast group memberships and allowing for neighbor discovery by
resolving link-layer addresses attached to the same link and identifying changes in those addresses. ICMP can also discover
routers, determine which neighbors can be reached and map IP addresses to MAC addresses within the network. ICMPV6 is a vital
part of the IPv6 network and must be implemented on every IPv6 node for operations to function normally.

Two kinds of ICMP messages are apparent on the IPv6 network:

Error Messages — ICMP error messages are sent out on the network when packet sizes exceed the path MTU (Maximum Transfer
Unit), when the hop count of the IPv6 packet has been surpassed, when messages cannot reach their intended destination and
when there are parameter problems within the IPv6 packet.

Informational Messages — ICMP informational messages send out packets describing current network information valuable to
devices on the network. A common and useful ICMPv6 informational message is the ping program use to discover the availability
a device, by using a ping request and reply format. Other informational messages include Path MTU discovery that is used to
determine the maximum size of data packets that can be allowed to be transferred, and Neighbor Discovery messages which
discover routers that can forward packets on the network. Neighbor discovery will be discussed in greater detail later in the next
section.

Neighbor Discovery

Neighbor discovery is a new feature incorporated in IPv6. In IPv4, no means were available to tell if a neighbor could be reached.
Now, combining ICMP messages and ARP, neighbors can be detected and their layer 2 addresses (MAC Address) can be
identified. This feature can also discover neighboring routers that can forward packets and keep track of the reachability of
routers, as well as if changes occur within link-layer addresses of nodes on the network or identical unicast addresses are present
on the local link.

The functionality of the Neighbor Discovery feature is based on ICMPv6 packets, Neighbor Solicitation and Router
Advertisement messages circulating on the network. When a node wishes to determine link layer addresses of other nodes on the
same link, it produces a Neighbor Solicitation message to be circulated on the local link. When received by a neighbor, this
neighbor will produce Router Advertisements immediately to be returned. These Router Advertisements will contain a multicast
address as the destination address and have an ICMP type of 134 (the specified number for Router Advertisements), as well as
having the link-layer address of the node sending the advertisement. Router Advertisement messages may be periodic, specified in
the advertisement by having the all-nodes multicast address FF02::1, or sent out as a result of receiving a Neighbor Solicitation
message, specified in the advertisement by having the address of the interface that first sent the solicitation message. Once
confirmation of the Neighbor has been reached, packets can now be exchanged on the link.

Neighbor Unreachability Detection

At times on the network, problems occur in reaching the Neighbor node or getting a response from the Neighbor. A neighbor is
considered reachable when it has received and processed packets sent to it, and in return sends a packet back notifying a
affirmative response. This response may come in the form of an indication from an upper-layer protocol, like TCP, noting that
progress is being made, or in response from a Neighbor Solicitation message in the form of a Router Advertisement message. If
responses are not received from the node, it is considered unreachable and a Destination Unreachable message is received in the
form of an ICMP packet. This Destination Unreachable ICMP packet will contain the reason for the fault, located in the code field
of the ICMP header. Five possible reasons for the failure can be stated:

1. There is no route or destination (Code 0).

2. Communication has been administratively prohibited, such as a firewall or filter (Code 1)
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3. Beyond the scope of the source address, when the multicast scope of the source address is smaller than the scope of the
destination address (Code 2)

4. The address is unreachable (Code 3)
5. The port is unreachable (Code 4)

Duplicate Address Detection (DAD)

DAD messages are used to specify that there is more than one node on a local link possessing the same IP address. IPv6 addresses
are only leased for a defined period of time. When that time expires, the address will become invalid and another address must be
addressed to the node. To ensure that this new address is unique on the local link, a node runs a DAD process to determine the
uniqueness of the new address. This is done through the use of a Neighbor Solicitation message containing a Tentative address.
This message will detect if another node on the local link has this Tentative address. If the Tentative address is found on another
node, that node will send out a Neighbor Advertisement message, the process will be terminated, and manual configuration will be
necessary. If no answer is forthcoming regarding this Neighbor Solicitation message containing the tentative address, the address
is allotted to the node and connectivity is established.

Assigning IP Addresses

For IPv4 addresses, users may only assign one address per interface and only one address may be used on a particular VLAN. Yet,
IPv6 addresses are different. All IPv6 interfaces on the switch must have at least one IPv6 link-local unicast address, if the user is
employing the IPv6 addressing scheme. Multiple IPv6 addresses may be configured for IPv6 interfaces, regardless of type,
whether it is unicast, multicast or anycast. The scope of the address has some bearing on the assigning multiple addresses to a
single interface as well. If multiple physical interfaces are considered as one interface on the Internet layer, multiple unicast
addresses may be allotted to multiple physical interfaces, which would be beneficial for load sharing on these interfaces. This is
dependent on these unicast addresses having a scope smaller than the link-local address, if these unicast addresses are not the
source or destination address for IPv6 packets to or from address that are not IPv6 neighbors of the interface in question.

IP Multinetting

IP Multinetting is a function that allows multiple IP interfaces to be assigned to the same VLAN. This is beneficial to the
administrator when the number of IPs on the original interface is insufficient and the network administrator wishes not to resize
the interface. IP Multinetting is capable of assigning another IP interface on the same VLAN without affecting the original
stations or settings of the original interface.

Two types of interfaces are configured for IP multinetting, primary and secondary, and every IP interface must be classified as one
of these. A primary interface refers to the first interface created on a VLAN, with no exceptions. All other interfaces created will
be regarded as secondary only, and can only be created once a primary interface has been configured. There may be 256 interfaces
per VLAN (one primary, and up to 255 secondary) and they are, in most cases, independent of each other. Primary interfaces
cannot be deleted if the VLAN contains a secondary interface. Once the user creates multiple interfaces for a specified VLAN
(primary and secondary), that set IP interface cannot be changed to another VLAN.

Application Limitation: A multicast router cannot be connected to IP
interfaces that are utilizing the IP Multinetting function.

NOTE: Only the primary IP interface will support the BOOTP relay agent.

IP Multinetting is a valuable tool for network administrators requiring a multitude of IP addresses, but configuring the Switch for
IP multinetting may cause troubleshooting and bandwidth problems, and should not be used as a long term solution. Problems
may include:

e The Switch may use extra resources to process packets for multiple IP interfaces.

e The amount of broadcast data, such as RIP update packets and PIM hello packets, will be increased.
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Interface Settings

The IP Address may initially be set using the console interface prior to connecting to it through the Ethernet. If the Switch IP
address has not yet been changed, read the introduction of the DGS-3600 Series CLI Reference Guide or return to Section 4 of
this manual for more information. To change IP settings using the Web manager users must access the IP Address window
located in the Administration folder.

The Web manager contains two folders for which to set up IP interfaces on the switch, one for IPv4 addresses, named IPv4
Interfaces Settings, and one for IPv6 addresses, named IPv6 Interfaces Settings.

NOTE: After properly configuring an IP interface on the Switch, each
VLAN can be routed without any additional steps.

IPv4 Interfaces Settings

To view this window, click L3 Features > Interface Settings > IPv4 Interfaces Settings, as shown below:
Add| Clear Al |

Total Entries: 1
IPv4 Interface Settings

Interface Proxy |Proxy IP Directed (Interface ;

Systern 10909090 255000 default Falze Disabled Disabled  Disabled Enabled hodify l =

Figure 4- 1. IPv4 Interface Settings window
To remove an entry from the table, click its corresponding # under the Delete heading.

To manually assign the Switch's IPv4 address and its related configurations, click the Add button, revealing the following window
to configure:

IPv4 Interface Settings - Add

Interface Wame

IP Address 0.0.0.0
Subnet Mask 0.0.0.0

VLAN Name |

Interface Admin State Disabled

Secondary False
Proxy ARP Disabled +
Proxy Local ARP Disabled +

Show All IP Interface Entries

Figure 4- 2. IPv4 Interface Settings — Add window
To modify an existing Interface, click that interface’s Modify button, which will produce this window:
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IPv4 Interface Settings - Edit

IP Address

Interface Name System

Subnet Mask

Interface Admin State Enabled +

Secondary

Proxy ARP Disabled
Proxy Local ARP Disabled +
IP Directed Broadcast Disabled +

Show All IP Interface Entries

172.18.62.234
2552552520

Figure 4- 3. IPv4 Interface Settings — Edit window

Enter a name for the new interface to be added in the Interface Name field (if editing an IP interface, the Interface Name will
already be in the top field as seen in the window above). Enter the interface’s IP address and subnet mask in the corresponding
fields. Pull the Interface Admin State pull-down menu to Enabled and click Apply to enter to make the IP interface effective. To
view entries in the IPv4 Interface Settings window, click the Show All IP Interface Entries hyperlink. Use the Save Changes
window to enter the changes into NV-RAM.

The following fields can be set or modified:

Parameter

Description

Interface Name

This field displays the name for the IP interface or is used to add a new interface to be
created by the user. The default IP interface is named “System”.

IP Address This field allows the entry of an IPv4 address to be assigned to this IP interface.
Subnet Mask This field allows the entry of a subnet mask to be applied to this IP interface.
VLAN Name This field states the VLAN Name directly associated with this interface.

Interface Admin. State

Use the pull-down menu to enable or disable configuration on this interface.

Secondary Use the pull-down menu to set the IP interface as True or False. True will set the interface
as secondary and False will denote the interface as the primary interface of the VLAN
entered above. Secondary interfaces can only be configured if a primary interface is first
configured.

Proxy ARP Use the pull-down menu to Enable or Disable the proxy ARP state on the IP interface.

Proxy Local ARP

Use the pull-down menu to Enable or Disable the proxy local ARP. This function allows
the Switch to respond to the proxy ARP, if the source IP and destination IP are in the
same interface.

IP Directed Broadcast

Use the pull-down menu to enable or disable the IP directed broadcast on a specified
interface. An IP directed broadcast is an IP packet whose destination address is a valid
broadcast address of some IP subnet, but which originates from a node that is not a part
of that destination subnet. The switch that is not directly connected to its destination
subnet and forwards an IP directed broadcast in the same way that it would forward
unicast IP packets to a host on that subnet. When a directed broadcast packet reaches a
router that is directly connected to its destination subnet, and that packet is "exploded" as
a broadcast on the destination subnet. This only works on layer 3 switches.

Click Apply to implement changes made.
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\ NOTE: The Switch's factory default IP address is 10.90.90.90 with a
\ subnet mask of 255.0.0.0 and a default gateway of 0.0.0.0.

IPv6 Interface Settings

The following window is used to setup IPv6 interfaces and addresses for the switch.

To view this window, click L3 Features > Interface Settings > IPv6 Interfaces Settings, as shown below:

Add| clear Al |

Total Entries: 1
IPv6 Interface Settings

=ystemm default Enabled Dizabled

Modity | X

Figure 4- 4. IPv6 Interface Settings window

To add a new IPv6 interface, click the Add button, which will display the following window.

IPv6 Interface Settings - Add
Interface Name

Name

Interface Admin State Enabled =

show Al TPvE Interface Entnes

Figure 4- 5. IPv6 Interface Settings — Add window

To add an Interface, enter an Interface Name in the field provided, along with a corresponding VLAN Name, set the Interface
Admin. State to Enabled and click Apply. Newly created interfaces will appear in the IPv6 Interface Settings window.

To change the settings for a configured Interface, click the corresponding Modify button, which will display the following

window for the user to configure.
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Interface Name

Link-Local Address

Interface Admin State
DHCPv6 Client State
IPvs Address

Hop Limit

Prefix Options
Prefix

Preferred Life Time
Valid Life Time

On Link Flag

Autonomous Flag

RA Reachable Time

RA Managed Flag

IPv6 Interface Settings - Edit

Automatic Link Local Address

NS Retransmit Time (ms)
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Figure 4- 6. IPv6 Interface Settings — Edit window

The following fields may be viewed or modified. Click Apply to set changes made.

Parameter

Description

Interface Name

This field displays the name for the IP interface or is used to add a new interface or
change an existing interface name.

Automatic Link Local
Address

Use this pull-down menu to enable or disable this feature. When enabled, the switch will
automatically create an IPv6 link-local address for the switch. Once the user enables this
feature and clicks Apply, an IPv6 address will be produced based on the MAC address of
the switch and the new entry will appear in the following Link-Local Address field.

Link-local Address

This field displays the IPv6 address created automatically by the Switch, based on the
MAC Address of the Switch. This is a site local address used only for local routing.

Global Unicast

This field is the unicast address that will be used by the Switch for packets coming from

Address outside the site-local address, or the public IPv6 address, when connected directly to the
Internet.
VLAN Name This field states the VLAN Name directly associated with this interface and may be

modified by entering a new pre-configured VLAN Name.

Interface Admin State

Use the pull-down menu to enable or disable configuration on this interface.

DHCPv6 Client State

Use the pull-down menu to enable or disable configuration on this interface.

IPv6 Address

Use this field to set a Global Unicast Address for the Switch. This address will be used to
access the network outside of the local link.

NS Retransmit Time

Use this field to set the interval, in seconds that this Switch will produce Neighbor
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(ms)

Solicitation packets to be sent out over the local network. This is used to discover IPv6
neighbors on the local link. The user may select a time between 0 and 65535
milliseconds. Very fast intervals, represented by a low number, are not recommended for
this field.

Hop Limit

This field sets the number of nodes that this Router Advertisement packet will pass before
being dropped. This number is set to depreciate by one after every node it reaches and
will be dropped once the Hop Limit reaches 0. The user may set the Hop Limit between O
and 255. The default value is 64.

Prefix Options

Prefix

Use this field to set a prefix for Global Unicast IPv6 addresses to be assigned to other
nodes on the link-local network. This prefix is carried in the Router Advertisement
message to be shared on the link-local network. The user must first have a Global
Unicast Address set for the Switch.

Preferred Life Time

This field states the time that this prefix is advertised as being preferred on the link local
network, when using stateless address configuration. The user may configure a time
between 0 and 4294967295 milliseconds, with a default setting of 604800 milliseconds.

Valid Life Time This field states the time that this prefix is advertised as valid on the link local network,
when using stateless address configuration. The user may configure a time between 0
and 4294967295 milliseconds, a default setting of 2592000 milliseconds.

On Link Flag Setting this field to Enabled will denote, within the IPv6 packet, that the IPv6 prefix

configured here is assigned to this link-local network. Once traffic has been successfully
sent to these nodes with this specific IPv6 prefix, the nodes will be considered reachable
on the link-local network.

Autonomous Flag

Setting this field to Enabled will denote that this prefix may be used to autoconfigure IPv6
addresses on the link-local network.

Router Advertisement Settings

RA Router
Advertisement

Use this pull-down menu to enable or disable the switch as being capable of accepting
solicitation from a neighbor, and thus becoming an IPv6 neighbor. Once enabled, this
Switch is now capable of producing Router Advertisement messages to be returned to
querying neighbors.

RA Router Life Time
(sec)

This time represents the validity of this interface to be the default router for the link-local
network. A value of O represents that this Switch should not be recognized as the default
router for this link-local network. The user may set a time between 0 and 9000 seconds.
The default setting is 1800 seconds.

RA Reachable Time

This field will set the time that remote IPv6 nodes are considered reachable. In essence,
this is the Neighbor Unreachability Detection field once confirmation of the access to this
node has been made. The user may set a time between 0 and 3600000 milliseconds. The
default setting is 1200000 milliseconds. A very low value is not recommended.

RA Retransmit Time
(ms)

Used to set an interval time between 0 and 4294967295 milliseconds for the dispatch of
router advertisements by this interface over the link-local network, in response to a
Neighbor Solicitation message. If this Switch is set as the default router for this local link,
this value should not exceed the value stated in the Life Time field previously mentioned.
Setting this field to zero will specify that this switch will not specify the Retransmit Time
for the link-local network. (and therefore will be specified by another router on the link-
local network. The default value is 0 milliseconds.

RA Managed Flag

Use the pull-down menu to enable or disable the Managed flag. When enabled, this will
trigger the router to use a stateful autoconfiguration process to get both Global and link-
local IPv6 addresses for the Switch. The default setting is Disabled.

RA Other Configure
Flag

Use the pull-down menu to enable or disable the Other Configure flag. When enabled,
this will trigger the router to use a stateful autoconfiguration process to get configuration
information that is not address information, yet is important to the IPv6 settings of the
Switch. The default setting is Disabled.
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RA Max Router Used to set the maximum interval time between the dispatches of router advertisements
Advinterval (sec) by this interface over the link-local network. This entry must be no less than 4 seconds
(4000 milliseconds) and no more than 1800 seconds. The user may configure a time
between 4 and 1800 seconds. The default setting is 600 seconds.

RA Min Router Used to set the minimum interval time between the dispatches of router advertisements
Advinterval (sec) by this interface over the link-local network. This entry must be no less then 3 seconds
and no more than .75 (3/4) of the MaxRtrAdvinterval. The user may configure a time
between 3 and 1350 seconds. The default setting is 198 seconds.

Click Apply to save changes made.

Loopback Interfaces Settings

This window is used to configure loopback interfaces. A loopback interface is a logical IP interface which is always active, until a
user disables or deletes it. It is independent of the state of any physical interfaces.

To view this window, click L3 Features > Interface Settings > Loopback Interfaces Settings, as shown below:

Add| Clear Al |

Interface Name | Find
i All

Total Entries: 0
Loopback Interface Settings

Interface Name Interface Admin State |[Pvd Address Subnet Mask

Figure 4- 7. Loopback Interface Settings window

To remove an entry from the table, click its corresponding #* under the Delete heading.

Clicking the Add button will reveal the following window to configure:

Loopback Interface Settings - Add
Interface Name
IP Address

Subnet Mask
State Enahled

show Al Loopback Interface Entries

Figure 4- 8. Loopback Interface Settings — Add window
The following fields can be set or modified:

Parameter Description

Interface Name The name of the loopback interface. Note: The loopback ipif has the same name domain
space with the regular ipif, so its name can’t be a duplicate with the regular ipif.

IP Address Enter a 32-bit IPv4 address for the loopback interface.

Subnet Mask This field allows the entry of a subnet mask to be applied to the loopback interface.

State Use the pull-down menu to enable or disable the loopback interface.

Click Apply to implement changes made.
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MDS5 Key Settings

This window allows the entry of a 16-character Message Digest — version 5 (MD5) key that can be used to authenticate every
packet exchanged between OSPF routers. It is used as a security mechanism to limit the exchange of network topology
information to the OSPF routing domain. MD5 Keys created here can be used in the OSPF windows below.

To configure an MD5 Key, click L3 Features > MD5 Key Settings, as shown below:

MD5 Key Settings
Key ID (1-255)

AddfModify

Total Entries:0
MD5 Key Table

Figure 4- 9. MD5 Key Settings window

Delete

The following fields can be set:

] Parameter Description
Key ID (1-255) A number from 1 to 255 used to identify the MD5 Key.
Key A alphanumeric string of between 1 and 16 case-sensitive characters used to generate the
Message Digest which is in turn, used to authenticate OSPF packets within the OSPF routing
domain.

Click Add/Modify to enter the new Key ID settings. To delete a Key ID entry, click the corresponding ¥/ under the Delete
heading.

Route Redistribution Settings

Route redistribution allows routers on the network, which are running different routing protocols to exchange routing information.
This is accomplished by comparing the routes stored in the various routers’ routing tables and assigning appropriate metrics. This
information is then exchanged among the various routers according to the individual router’s current routing protocol. The Switch
can redistribute routing information among OSPF, RIP, and BGP routing protocols to all routers on the network that are running
OSPF, RIP, and BGP. Routing information entered into the Static Routing Table on the local Switch is also redistributed.

Entering the metric 0 specifies transparency.

This window will redistribute routing information among the OSPF, RIP, and BGP routing protocols to all routers on the network
that are running OSPF, RIP, and BGP.

To access the Route Redistribution Settings window, click L3 Features > Route Redistribution Settings, as shown below:

Route Redistribution Settings

Dst Protocol [ Protacal [Acton [Type — [Motric 019
RIF “| RIF v | |Add v | |

Route Redistribution Table

Figure 4- 10. Route Redistribution Settings window
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The following parameters may be set or viewed:

Parameter

Description

Dst. Protocol

Allows for the selection of the protocol for the destination device. Choose among RIP, OSPF,
and BGP.

Src. Protocol

Allows for the selection of the protocol for the source device. Choose between RIP, OSPF,
BGP, Static and Local.

Action

Toggle the drop-down menu to Add or Edit the router redistribution setting being configured.

Type

Allows for the selection of one of six methods of calculating the metric value. The user may
choose between All, Internal, External, ExtTypel, ExtType2, Inter-E1, Inter-E2.

Metric (0-16)

Allows the entry of an OSPF interface cost. This is analogous to a Hop Count in the RIP
routing protocol. The user may specify a cost between 0 and 16.

Route Map

Use the pull-down menu to add or delete a route map. Specify a route map, which will be
used as the criteria to determine whether to redistribute specific routes.

Route Map Name

Enter the route map name to add or delete.

Click Apply to implement changes made. To remove an entry from the table, click its corresponding % under the Delete heading.

NOTE: The source protocol (Src. Protocol) entry and the destination
protocol (Dst. Protocol) entry cannot be the same.
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Multicast Static Route Settings

This window is used to create an IP multicast static route configuration entry.

To access the Multicast Static Route Settings window, click L3 Features > Multicast Static Route Settings, as shown below:

Add| Clear Al |

TP Address

Multicast Static Route Settings

TP Address Subnet Mask REF Address

Total Entries: 0

Figure 4- 11. Multicast Static Route Settings window
The following parameters may be configured:

Parameter Description

IP Address Enter the IP address you wish to find. If the source IP address of the received IP multicast
packet matches this address, the RPF address is used to complete the RPF check.

Netmask Enter the subnet mask of the entry to find.

Enter the appropriate information and click Find, the information will appear in the Multicast Static Route Settings table To
remove an entry from the table, click its corresponding % under the Delete heading. To clear all the entries click the Clear All
button. To add a new entry click Add, the following window will be displayed for the user to configure.

Multicast Static Route Settings - Add
IP Address

subnet Maslk
RPF IP Address LJNTTLL

chow All Mulbicast Static Boute Entries

Figure 4- 12. Multicast Static Route Settings - Add window
The following parameters may be configured:

Parameter Description

IP Address Enter the IP address of the entry you wish to add. If the source IP address of the received IP
multicast packet matches this address, the RPF address is used to complete the RPF check.

Subnet Mask Enter the Subnet Mask of the entry to add.

RFP IP Address Enter the RFP IP Address of the entry you wish to add. This specifies that the IP address

entered, uses the source IP address of the received IP multicast packet to match the
network_address. The rpf_address will be used to check whether packets are received from
a legal interface. If it is set to null, and the source IP address in the received IP multicast
packet matches the network_address, the RPF check will always fail.

Enter the appropriate information and click Apply. To return to the Multicast Static Route Entries table, click the hyperlinked
Show All Multicast Static Route Entries.
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Static/Default Route Settings

The Switch supports static routing for IPv4 and IPv6 formatted addressing. Users can create up to 256 static route entries for IPv4
and IPv6 combined.

For IPv4 static routes, once a static route has been set, the Switch will send an ARP request packet to the next hop router that has
been set by the user. Once an ARP response has been retrieved by the switch from that next hop, the route becomes enabled.
However, if the ARP entry already exists, an ARP request will not be sent.

The Switch also supports a floating static route, which means that the user may create an alternative static route to a different next
hop. This secondary next hop device route is considered as a backup static route for when the primary static route is down. If the
primary route is lost, the backup route will uplink and its status will become Active.

IPv4 Static/Default Route Settings

Entries into the Switch’s forwarding table can be made using both an IP address subnet mask and a gateway. Static IP forwarding
is accomplished by the entry of an IP address into the Switch’s Static IP Routing Table.

To view the following window, click L3 Features > Static/Default Route Settings > IPv4 Static/Default Route Settings, as
shown below:

A

IPv4 Static/Default Route Settings

Total Entries: 0

Figure 4- 13. IPv4 Static/Default Route Settings window

This window shows the following values:

Parameter Description

IP Address The IP address of the Static/Default Route.

Subnet Mask The corresponding Subnet Mask of the IP address entered into the table.

Gateway The corresponding Gateway of the IP route entered into the table.

Metric Represents the metric value of the IP route entered into the table. This field may read a number
between 1 and 65535.

Protocol Represents the protocol used for the Routing Table entry of the IP route.

Backup Represents the Backup state that this IP route is configured for. This field may read Primary,
Backup or None.

Weight This field is used to add a weight to the IP route. The rate will determine the ratio for forwarding
data packets to a destination. 1=low 4=high.

Status This field denotes the current active state of this IP route.

Delete Click %! to delete this entry from the Static/Default Route Settings table.

To enter an IP route into the Switch’s 1Pv4 Static/Default Route Settings window, click the Add button, revealing the following
window to configure.
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IPv4 Static/Default Route Settings - Add
IP Address 0.0.0.0
Subnet Mask 0.0.0.0
NULL Interface []

Gateway

Backup State Primary

Show All Static/Defanlt Foute Entries

0.0.0.0
1

Figure 4- 14. IPv4 Static/Default Route Settings — Add window

The following fields can be set:

Parameter

Description

IP Address

Allows the entry of an IP address that will be a static entry into the Switch’s Routing Table.

Subnet Mask

Allows the entry of a subnet mask corresponding to the IP address above.

NULL Interface

Tick the checkbox to select the null interface.

Gateway

Allows the entry of an IP address of a gateway for the IP route above.

Metric (1-65535)

Allows the entry of a routing protocol metric representing the number of routers between the
Switch and the IP address above.

Backup State

The user may choose among Primary, Backup, and Weight. If the Primary Static/Default Route
fails, the Backup Route will support the entry. Please take note that the Primary and Backup
entries cannot have the same Gateway. If Weight is selected, use the text box on the right to
enter your own weight setting.

Click Apply to implement changes made.

IPv6 Static/Default Route Settings

A static entry of an IPv6 address can be entered into the Switch’s routing table for IPv6 formatted addresses.

To view the following window, click L3 Features > Static/Default Route Settings > IPv6 Static/Default Route Settings, as

shown below:

Add] Clear All 1

IPv6 Static/Default Route Settings

P Adre P on [norace [Nt Hop Ao

Total Entries: 0

Figure 4- 15. IPv6 Static/Default Route Settings window

This window shows the following values:

Parameter

Description

IPv6 Address/PrefixLen | The IPv6 address and corresponding Prefix Length of the IPv6 static route entry.
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Interface

The IP Interface where the static IPv6 route is created.

Next Hop Address

The corresponding IPv6 address for the next hop Gateway address in IPv6 format.

Metric

The metric of the IPv6 interface entered into the table representing the number of routers
between the Switch and the IPv6 address above. Metric values allowed are between 1
and 65535.

Protocol Represents the status for the IPv6 routing table entry.

Backup This field will indicate the role of this interface for the IPv6 network connection for the
switch, whether Primary or Backup.

Status This field denotes the current active state of this IPv6 route.

Delete Click the *I button to delete this entry from the list.

To enter an IPv6 Interface into the IPv6 Static Route list, click the Add button, revealing the following window to configure.

IPv6 Static Route Settings - Add

[Pvs Address/Prefix Length [ | Add Default ITPw6 Eoute

(%)

ry

Next Hop Address
Metric (1-65535)
Backup State

Show Al TPw6 Static Foute Entries

Figure 4- 16. IPv6 Static Route Settings — Add window

Tick the default check box if this will be the default IPv6 route. Choosing this option will allow the user to configure the default
gateway for the next hop router only.

The following fields can be set:

Parameter Description
IPv6 Address/Prefix Specify the address and mask information using the format as IPv6 address / prefix length
Length (IPv6 address is hexadecimal number, prefix length is decimal number, for example

1234:5D7F/32).

Ticking the default check box will set the IPv6 address as unspecified and the Switch will
automatically find the default route. This defines the entry as a 1 hop IPv6 default route.

IP Tunnel Name

The IP tunnel interface name of the next hop. When this option is specified, it is indicated
that this new created route is an IP tunnel route.

Interface Name

The IP Interface where the static IPv6 route is to be created.

Next Hop Address

Enter the IPv6 address for the next hop Gateway address in IPv6 format.

Metric (1-65535)

The metric representing the number of routers between the Switch and the IPv6 address
above.

Backup State

The user may choose between Primary and Backup. If the Primary Static/Default Route
fails, the Backup Route will support the entry. Please take note that the Primary and
Backup entries cannot have the same Gateway.

Click Apply to implement changes made.
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Route Preference Settings

Route Preference is a way for routers to select the best path when there are two or more different routes to the same destination
from two different routing protocols. The majority of routing protocols are not compatible when used in conjunction with each
other. This Switch supports and may be configured for many routing protocols, as a stand-alone switch or more importantly, in
utilizing the stacking function and Single IP Management of the Switch. Therefore, the ability to exchange route information and
select the best path is essential to optimal use of the Switch and its capabilities.

The first decision the Switch will make in selecting the best path is to consult the Route Preference Settings table of the switch.
This table holds the list of possible routing protocols currently implemented on the Switch, along with a Preference value which
determines which routing protocol will be the most dependable to route packets. Below is a list of the default route preferences set
on the Switch.

Route Type Validity Range Default Value
Local 0 - Permanently set on the Switch and not configurable. 0
Static 1-999 60
Default 1-999 1
OSPF Intra 1-999 80
OSPF Inter 1-999 90
RIP 1-999 100
OSPF ExtT1 1-999 110
OSPF ExtT2 1-999 115
EBGP 1-999 70
IBGP 1-999 130

As shown above, Local will always be the first choice for routing purposes and the next most reliable path is Static due to the fact
that its has the next lowest value. To set a higher reliability for a route, change its value to a number less than the value of a route
preference that has a greater reliability value using the New Route Preference Settings window command. For example, if the user
wishes to make RIP the most reliable route, the user can change its value to one that is less than the lowest value (Static - 60) or
the user could change the other route values to more than 100.

The user should be aware of three points before configuring the route preference:

1. No two route preference values can be the same. Entering the same route preference may cause the Switch to crash due
to indecision by the Switch.

2. If the user is not fully aware of all the features and functions of the routing protocols on the Switch, a change in the
default route preference value may cause routing loops or black holes.

3. After changing the route preference value for a specific routing protocol, that protocol needs to be restarted because
the previously learned routes have been dropped from the switch. The Switch must learn the routes again before the new settings
can take affect.

To view the Route Preference Settings window, click L3 Features > Route Preference Settings, as shown below:
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Route Preference Settings

RIP (1-999) 100
Static (1-999) B0
Default (1-999) 1

OSPF Intra (1-999)
OSPF Inter (1-999)
OSPF ExtT1 (1-999) 110
OSPF ExtT2 (1-999) 115
EBGP (1-999)
IBGP (1-999)

[Sw i ]
Lo O e |

|
]

—

Figure 4- 17. Route Preference Settings window

The following fields can be set:

Parameter Description

RIP (1-999) Enter a value between 1 and 999 to set the route preference for RIP. The lower the value,
the higher the chance the specified protocol will be chosen as the best path for routing
packets. The default value is 100.

Static (1-999) Enter a value between 1 and 999 to set the route preference for Static. The lower the value,
the higher the chance the specified protocol will be chosen as the best path for routing
packets. The default value is 60.

Default (1-999) Enter a value between 1 and 999 to set the route preference for Default. The lower the
value, the higher the chance the specified protocol will be chosen as the best path for
routing packets. The default value is 1.

OSPF Intra (1-999) Enter a value between 1 and 999 to set the route preference for OSPF Intra. The lower the
value, the higher the chance the specified protocol will be chosen as the best path for
routing packets. The default value is 80.

OSPF Inter (1-999) Enter a value between 1 and 999 to set the route preference for OSPF Inter. The lower the
value, the higher the chance the specified protocol will be chosen as the best path for
routing packets. The default value is 90.

OSPF ExtT1 (1-999) Enter a value between 1 and 999 to set the route preference for OSPF ExtT1. The lower
the value, the higher the chance the specified protocol will be chosen as the best path for
routing packets. The default value is 110.

OSPF ExtT2 (1-999) Enter a value between 1 and 999 to set the route preference for OSPF ExtT2. The lower
the value, the higher the chance the specified protocol will be chosen as the best path for
routing packets. The default value is 115.

EBGP (1-999) Enter a value between 1 and 999 to set the route preference for EBGP. The lower the
value, the higher the chance the specified protocol will be chosen as the best path for
routing packets. The default value is 70.

IBGP (1-999) Enter a value between 1 and 999 to set the route preference for IBGP. The lower the value,
the higher the chance the specified protocol will be chosen as the best path for routing
packets. The default value is 130.

Click Apply to implement changes made.




Static ARP Settings

Address Resolution Protocol (ARP) is a TCP/IP protocol that converts IP addresses into physical addresses. This table allows
network managers to view, define, modify and delete ARP information for specific devices.

Static entries can be defined in the ARP Table. When static entries are defined, a permanent entry is entered and is used to
translate IP address to MAC addresses.

To open the Static ARP Settings window, click L3 Features > Static ARP Settings, as shown below:

Add| Clear Al |

Total Entries : 3

Static ARP Settings

htetace Name [P Adders—[MAC Adves Ty

System 10.0.0.0 FF-FF-FF-FF-FF-FF Local _Modity | X
System 10.90.50.90 00-19-5B-F5-37-80 Local _Madity | X
System 10.255.255.255  FF-FF-FF-FF-FF-FF Local Modity | X

Figure 4- 18. Static ARP Settings window
To add a new entry, click the Add button, revealing the following screen to configure:

Static ARP Settings - Add

£ g 0000

.|

My e 00-00-00-00-00-00

Apply
whow All Static ART Entries
Figure 4- 19. Static ARP Settings — Add window

To modify a current entry, click the corresponding Modify button of the entry to be modified, revealing the following window to
configure:

Static ARP Settings - Edit
IP Address 1172.18.60.0

MAC Address FF-FF-FF-FF-FF-FF

Show All Static ARP Entries

Figure 4- 20. Static ARP Settings — Edit window
The following fields can be set or viewed:

Parameter Description

IP Address The IP address of the ARP entry. This field cannot be edited in the Static ARP Settings —
Edit window.

MAC Address The MAC address of the ARP entry.

After entering the IP Address and MAC Address of the Static ARP entry, click Apply to implement the new entry. To completely
clear the Static ARP Settings, click the Clear All button.
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Gratuitous ARP Settings

An ARP announcement

(also known as Gratuitous ARP) is a packet (usually an ARP Request) containing a valid SHA and SPA

for the host which sent it, with TPA equal to SPA. Such a request is not intended to solicit a reply, but merely updates the ARP
caches of other hosts which receive the packet. This is commonly done by many operating systems on startup, and helps to resolve
problems which would otherwise occur if, for example, a network card had recently been changed (changing the IP address to

MAC address mapping)

and other hosts still had the old mapping in their ARP cache

To open the Gratuitous ARP Settings window, click L3 Features > Gratuitous ARP Settings, as shown below:

Gratuitous ARP Settings

Send on IPTF status up Disahled

Send on Duplicate_TP_Detected Disabled ¥

Gratuitous ARFP Learning Disabled

System

Gratuitous ARP Table
I[P Interface Name Gratuitous ARP Periodical Send Interval

Dizabled Dizabled Mﬂd'f}/ |

Figure 4- 21. Gratuitous ARP Settings window

Once you have made the desired gratuitous ARP setting changes, click Apply.
To modify a current entry, click the corresponding Modify button of the entry, which will reveal the following window to be

configured:

Gratuitous ARP Periodical Send Interval|fil

Show Al Gratutous AEP Entries

Figure 4- 22. Gratuitous ARP Table — Edit window

The following fields can be set or viewed:

Parameter

Description

Send on IPIF status
up

This is used to enable/disable the sending of gratuitous ARP request packets while an IPIF
interface comes up. This is used to automatically announce the interface’s IP address to other
nodes. By default, the state is Disabled, and only one ARP packet will be broadcast.

Send on
Duplicate_IP-
_Detected

This is used to enable/disable the sending of gratuitous ARP request packets while a duplicate
IP is detected. By default, the state is Disabled. Duplicate IP detected means that the system
received an ARP request packet that is sent by an IP address that matches the system’s own
IP address.

Gratuitous ARP
Learning

This is used to enable/disable updating ARP cache based on the received gratuitous ARP
packet. If a switch receives a gratuitous ARP packet, it should add or update the ARP entry.
This is Disabled by default.

Gratuitous ARP
Trap & Log

The switch can trap and log IP conflict events to inform the administrator. By default, trap is
Disabled and event log is also disabled.

Gratuitous ARP
Periodical Send
Interval

This is used to configure the interval for the periodical sending of gratuitous ARP request
packets. By default, the interval is 0.

After making the desired changes, click Apply to implement the new Gratuitous ARP Table entry.
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Policy Route Settings

Policy Based routing is a method used by the Switch to
give specified devices a cleaner path to the Internet. Used
in conjunction with the Access Profile feature, the Switch
will identify traffic originating from a device using the
Access Profile feature and forward it on to a next hop
router that has a more direct connection to the Internet than
the normal routing scheme of your network.

Take the example adjacent picture. Let’s say that the PC
with IP address 10.1.1.1 belongs to the manager of a
company while the other PCs belong to employees. The
network administrator hopes to circumvent network traffic
by configuring the Policy Routing Switch to make a more
direct connection to the Internet using a next hop router
(10.2.2.2) that is directly attached to a Gateway router
(10.3.3.3), thus totally avoiding the normal network and its
related traffic. To accomplish this, the user must configure
the Access Profile feature of the Switch to have the PC,
with IP address 10.1.1.1 as the Source IP address and the
Internet address as the destination IP address (learned
through routing protocols), along with other pertinent
information. Next, the administrator must configure the
Policy Route window to be enabled for this Access Profile
and its associated rule, and the Next Hop Router’s IP
address (10.2.2.2) must be set. Finally, this Policy Route
entry must be enabled.

Once completed, the Switch will identify the IP address
using the Access Profile function, recognize that is has a
Policy Based route, and then forward the information on to
the specified next hop router, that will, in turn, relay
packets to the gateway router. Thus, the new, cleaner path
to the Internet has been formed.

Policy Based Routing

Manager PC
IP Address: 10.1.1.1

Ethernet Switch

N N . . N N . - N N 8§ | N . . .

DGS-3600 is enabled as the Policy Routing Switch
with ACL entries denoting IP Address 10.1.1.1 as the
source P, the learned Inlemet address as the
destination IP and 10.2.2.2 as the Next Hop device

Next Hop Device
o IP Address
. 10222

~

Network Router
IP Address
10.5.5.5

Gateway Router
IP Address: 10.3.3.3

Intermnet

M.._/\M.J/'x.._/'

Figure 4- 23. Policy-based Routing example

There are some restrictions and cautions when implementing this feature:

1. The access profile must first be created, along with the accompanying rule. If the administrator attempts to enable this
feature without the access profile, an error message will be produced.

2. If the access profile is configured as Deny, the packet will be dropped and not forwarded to the next hop destination.

3. If the administrator deletes a rule or profile that is directly linked to a configured policy route, and error message will be

prompted to the administrator.

To configure the Policy Route feature, click L3 Features > Policy Route Settings, as shown below:

Pi¥el

Total Entries: 0
Policy Route Settings

PoicyRouteSettngs
vame  [poie D [accers D [Nestop [site [y [peeie

Figure 4- 24. Policy Routing Settings window

To remove an entry from the table, click its corresponding #* under the Delete heading.

To add a new Policy Route, click the Add button, which will display the following window.
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Policy Routing - Add

Name

chow All Policy Eoute Entries

Figure 4- 25. Policy Routing — Add window

Adjust the following parameters and click Apply to set the new Policy Route, which will be displayed in the Policy Routing
Settings window. Click Show All Policy Route Entries to return to the Policy Routing Settings window.

Parameter Description

Name Enter a name of no more than 32 alphanumeric characters that will be used to identify this policy
route.

Profile ID Enter the Profile ID number of the Access Profile, previously created, which will be used to
identify packets as following this Policy Route. This access profile, along with the access rule,
must first be constructed before this policy route can be created.

Access ID Enter the Access ID number of the Access Rule, previously created, which will be used to
identify packets as following this Policy Route. This access rule, along with the access profile,
must first be constructed before this policy route can be created.

Nexthop This is the IP address of the Next Hop router that will have a direct connection to the Gateway
router connected to the Internet.

State Use the pull-down menu to enable or disable this Policy Route.
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ECMP Algorithm Settings

ECMP algorithm settings allow the user to set the ECMP load balance algorithm which makes it effective for ECMP routing.
ECMP routing can be adopted by either OSPF dynamic routes or by static routes which are configured with equal cost. The OSPF
protocol maintains multiple equal-cost routes to all destinations. Each one of the multiple routes will be of the same type (intra-
area, inter-area, type 1 external or type 2 external), cost, and will have the same associated area. However, each route may specify
a separate next hop and Advertising router.

There is no requirement that a router running OSPF can keep track of all possible equal-cost routes to a destination. An
implementation may choose to keep only a fixed number of routes to any given destination. This does not affect any of the
algorithms presented in this specification.

To configure these settings, click L3 Features > ECMP Algorithm Settings, as shown below:

ECMP OSPF State Settings
ECMKE OSPF State Enabled +

ECMP Algorithm Settings

Destination TP -]
Source IFFCRC Low/CRC High (]| CRC Low +
TCP/UDP Port o

ECMP Load Balance Algorithm Table
Destination TP not used.

Source TP not used.
CRC Low uzed.

CR.C High not used.
TCPUDE Port not used,

Figure 4- 26. ECMP Algorithm Settings window

The following settings can be configured:

Parameter Description

ECMP OSPF Use the drop-down menu to enable or disable the ECMP OSPF State.

State

Destination IP Tick this check box to include the Destination IP in the ECMP Algorithm.

Source IP/CRC Source IP — If set, ECMP algorithm will include the source IP. This attribution is mutually

Low/CRC High exclusive with CRC Low and CRC High. If it is set, CRC Low and CRC High will be excluded. It
is not set by default.

CRC Low — If set, ECMP algorithm will include the lower 5 bits of CRC. This attribution is
mutually exclusive from CRC High and IP source. If it is set, CRC High and IP source will be
excluded. It is set by default.

CRC High — If set, ECMP algorithm will include the upper 5 bits of CRC. This attribution is
mutually exclusive with IP source and CRC Low. If it is set, CRC Low and IP source will be
excluded. It is not set by default.

TCP/UDP Port Tick this check box to include TCP/UDP Port in the ECMP Algorithm.

Click Apply to implement changes made.
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IP Tunnel Settings

The Switch supports IP tunneling. The idea behind this feature is to be able to integrate IPv6 into and coexist with existing IPv4
networks. It is expected that IPv4 and IPv6 hosts will need to coexist for a substantial time during the steady migration from IPv4
to IPv6, and the development of transition strategies, tools, and mechanisms has been part of the basic IPv6 design from the start.
This IPv6 tunneling mechanism is one of D-Link’s strategies for solving the transition from IPv4 to IPv6.

To configure these settings, click L3 Features > IP Tunnel Settings, as shown below:

Add

iewe All

Total Entries: 0
IP Tunnel Settings

Tunnel Interface Admin |Tunnel Tunnel Tunnel :
N el

Figure 4- 27. IP Tunnel Settings window
To remove an entry from the table, click its corresponding % under the Delete heading.

Clicking the Add button will reveal the following window to configure:

IP Tunnel Settings - Add

Interface Name

chow All TP Tunnel Entries

Figure 4- 28. IP Tunnel Settings — Add window

To modify an entry in the IP Tunnel Settings window, first use the Add window above to create an entry and then click the
Modify. The following window will open:

IP Tunnel Settings - Edit

Interface Name red
Enabled
banual
g B.g 223322064

Destination IP Address

chow AL TP Tunnel Entries

Figure 4- 29. IP Tunnel Settings — Edit window
The following settings can be configured:
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Parameter

Description

Interface Name

This is the IPv6 tunnel interface name.

Interface Admin
State

Enable or disable IP tunneling.

Mode

Select from Manual, 6to4, or ISATAP.

Manual is used to configure an existing IPv6 tunnel as an IPv6 manual tunnel on the Switch. If
this tunnel has previously been configured in another mode, the tunnel’s information will still
exist in the database. However, whether the tunnel’'s former information is invalid or not, will
depend on the current mode. IPv6 Manual tunnels are simple point-to-point tunnels that can be
used within a site or between sites

6to4 is used to configure an existing IPv6 tunnel as an IPv6 6to4 tunnel on the Switch. If this
tunnel has previously been configured in another mode, the tunnel’s information will still exist in
the database. However, whether the tunnel’s former information is invalid or not will depend on
the current mode. A maximum of one IPv6 6to4 tunnel can exist on the system. IPv6 6to4
tunnels are point-to-multipoint tunnels that can be used to connect isolated IPv6 sites. Each IPv6
site has at least one connection to a shared IPv4 network and this IPv4 network could be the
global Internet or a corporate backbone. The key requirement is that each site has a globally
unique IPv4 address, which is used to construct a 48-bit globally unique 6to4 IPv6 prefix (It
starts with the prefix 2002::/16).

ISATAP is used to configure an existing IPv6 tunnel as an IPv6 ISATAP tunnel on the Switch. If
this tunnel has previously been configured in another mode, the tunnel’s information will still
exist in the database. However, whether the tunnel’s former information is invalid or not will
depend on the current mode. IPv6 ISATAP tunnels are point-to-multipoint tunnels that can be
used to connect systems within a site. An IPv6 ISATAP address is a well-defined unicast
address that includes a 64-bit unicast IPv6 prefix (it can be link local or global prefixes), a 32-bit
value 0000:5EFE and a 32-bit tunnel source IPv4 address.

IPv6
Address/Prefix
Length

Enter the IPv6 address assigned to this IPv6 tunnel interface. IPv6 processing would be enabled
on this IPv6 tunnel interface when an IPv6 address is configured. This IPv6 address is not
connected with tunnel source or destination IPv4 address.

Source IP
Address

Enter the source IPv4 address of this IPv6 tunnel interface. It is used as the source address for
packets in this IPv6 tunnel.

Destination IP
Address

Enter the destination IPv4 address of this IPv6 tunnel interface. It is used as the destination
address for packets in this IPv6 tunnel. It is not required for 6to4 and ISATAP tunnels.

Click Apply to implement changes made.
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RIP

The Routing Information Protocol is a distance-vector routing protocol. There are two types of network devices running RIP -
active and passive. Active devices advertise their routes to others through RIP messages, while passive devices listen to these
messages. Both active and passive routers update their routing tables based upon RIP messages that active routers exchange. Only
routers can run RIP in the active mode.

Every 30 seconds, a router running RIP broadcasts a routing update containing a set of pairs of network addresses and a distance
(represented by the number of hops or routers between the advertising router and the remote network). So, the vector is the
network address and the distance is measured by the number of routers between the local router and the remote network.

RIP measures distance by an integer count of the number of hops from one network to another. A router is one hop from a directly
connected network, two hops from a network that can be reached through a router, etc. The more routers between a source and a
destination, the greater the RIP distance (or hop count).

There are a few rules to the routing table update process that help to improve performance and stability. A router will not replace a
route with a newly learned one if the new route has the same hop count (sometimes referred to as ‘cost’). So learned routes are
retained until a new route with a lower hop count is learned.

When learned routes are entered into the routing table, a timer is started. This timer is restarted every time this route is advertised.
If the route is not advertised for a period of time (usually 180 seconds), the route is removed from the routing table.

RIP does not have an explicit method to detect routing loops. Many RIP implementations include an authorization mechanism (a
password) to prevent a router from learning erroneous routes from unauthorized routers.

To maximize stability, the hop count RIP uses to measure distance must have a low maximum value. Infinity (that is, the network
is unreachable) is defined as 16 hops. In other words, if a network is more than 16 routers from the source, the local router will
consider the network unreachable.

RIP can also be slow to converge (to remove inconsistent, unreachable or looped routes from the routing table) because RIP
messages propagate relatively slowly through a network.

Slow convergence can be solved by using split horizon update, where a router does not propagate information about a route back
to the interface on which it was received. This reduces the probability of forming transient routing loops.

Hold down can be used to force a router to ignore new route updates for a period of time (usually 60 seconds) after a new route
update has been received. This allows all routers on the network to receive the message.

A router can ‘poison reverse’ a route by adding an infinite (16) hop count to a route’s advertisement. This is usually used in
conjunction with triggered updates, which force a router to send an immediate broadcast when an update of an unreachable
network is received.

RIP Version 1 Message Format
There are two types of RIP messages: routing information messages and information requests. Both types use the same format.

The Command field specifies an operation according the following table:

Command | Meaning

Request for partial or full routing information

Response containing network-distance pairs from
sender’s routing table

Turn on trace mode (obsolete)

Turn off trace mode (obsolete)

Reserved for Sun Microsystem’s internal use
Update Request

Update Response

- 2O 0w

- O

Update Acknowledgement

RIP Command Codes

The field VERSION contains the protocol version number (1 in this case), and is used by the receiver to verify which version of
RIP the packet was sent.
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RIP 1 Message

RIP is not limited to TCP/IP. Its address format can support up to 14 octets (when using IP, the remaining 10 octets must be
zeros). Other network protocol suites can be specified in the Family of Source Network field (IP has a value of 2). This will
determine how the address field is interpreted.

RIP specifies that the IP address, 0.0.0.0, denotes a default route.

The distances, measured in router hops are entered in the Distance to Source Network, and Distance to Destination Network
fields.

RIP 1 Route Interpretation

RIP was designed to be used with classed address schemes, and does not include an explicit subnet mask. An extension to version
1 does allow routers to exchange subnetted addresses, but only if the subnet mask used by the network is the same as the subnet
mask used by the address. This means the RIP version 1 cannot be used to propagate classless addresses.

Routers running RIP version 1 must send different update messages for each IP interface to which it is connected. Interfaces that
use the same subnet mask as the router’s network can contain subnetted routes, other interfaces cannot. The router will then
advertise only a single route to the network.

RIP Version 2 Extensions

RIP version 2 includes an explicit subnet mask entry, so RIP version 2 can be used to propagate variable length subnet addresses
or CIDR classless addresses. RIP version 2 also adds an explicit next hop entry, which speeds convergence and helps prevent the
formation of routing loops.

RIP2 Message Format
The message format used with RIP2 is an extension of the RIP1 format:

RIP version 2 also adds a 16-bit route tag that is retained and sent with router updates. It can be used to identify the origin of the
route.

Because the version number in RIP2 occupies the same octet as in RIP1, both versions of the protocols can be used on a given
router simultaneously without interference.

RIP
RIP Global Settings

To setup RIP for the IP interfaces configured on the Switch, the user must first globally enable RIP and then configure RIP
settings for the individual IP interfaces.

To globally enable RIP on the Switch, click L3 Features > RIP > RIP > RIP Global Settings, as shown below:

RIP Global Settings

RIP State Disabled

Figure 4- 30. RIP Global Settings window
To enable RIP, simply use the pull-down menu, select Enabled and click Apply.

RIP Interface Settings

RIP settings are configured for each IP interface on the Switch. This window appears in table form listing settings for IP interfaces
currently on the Switch. To configure RIP settings for an individual interface, click on the hyperlinked Interface Name.

To view this window, click L3 Features > RIP > RIP > RIP Interface Settings, as shown below:
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mystem

Total Entries:1
RIP Interface Settings

10.90.20 50 Dizabled Dizabled Dizabled Dizabled

Figure 4- 31. RIP Interface Settings window

Click the hyperlinked name of the interface to configure the settings for RIP, which will give access to the following window:

RIP Interface Settings-Edit
Interface Name System

TX Mode Disahbled v

Aunthentication Cisahled

State

ARAFEIREEE
m | | = o
3

—

Show Al BETP Interface Entries

10.50.20.20

Dizahled «

Disabled «

Figure 4- 32. RIP Interface Settings - Edit window

Refer to the table below for a description of the available parameters for RIP interface settings.

The following RIP settings can be applied to each IP interface:

Parameter

Description

Interface Name

The name of the IP interface on which RIP is to be setup. This interface must be previously
configured on the Switch.

IP Address The IP address corresponding to the Interface Name showing in the field above.

TX Mode Toggle among Disabled, V1 Only, V1 Compatible, and V2 Only. This entry specifies which
version of the RIP protocol will be used to transmit RIP packets. Disabled prevents the
transmission of RIP packets.

RX Mode Toggle among Disabled, V1 Only, V2 Only, and V1 or V2. This entry specifies which version of

the RIP protocol will be used to interpret received RIP packets. Disabled prevents the reception
of RIP packets.

Authentication

Toggle between Disabled and Enabled to specify that routers on the network should use the
Password above to authenticate router table exchanges.

Password

A password to be used to authenticate communication between routers on the network.

State

Toggle between Disabled and Enabled to disable or enable this RIP interface on the switch.

Interface Metric

A read only field that denotes the Metric value of the current IP Interface setting.

Click Apply to implement changes made.
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RIPng

The Switch supports Routing Information Protocol next generation (RIPng). RIPng is a routing protocol that exchanges routing
information used to compute routes and is intended for IPv6-based networks.

RIPng Global Settings

This window allows users to set up RIPng.

To globally enable RIPng on the Switch, click L3 Features > RIP > RIPng > RIPng Global Settings, as shown below:

RIPng Global Settings
Global State Disakled W

Update Time (5-65535) 30 e
Expire Time (1-65535) 180 SEC
Garbage Collection Time (1-65535) 120 Qe

SplitHorizon b

Figure 4- 33. RIPng Global Settings window

The following settings can be configured:

Parameter Description
Global State Enable or disable RIPng globally. The default setting is Disabled.
Method Choose from No Horizon, Split Horizon, and Poison Reverse. No Horizon — Configured to

not use any horizon. Split Horizon — Configured to use basic split horizon. This is the
default setting. Poison Reverse — Configured to use split horizon with poison reverse.

Update Time (5-65535)

Enter the value (in seconds) of the update timer.

Expire Time (1-65535)

Enter the interval (in seconds) of the expire timer.

Garbage Collection
Time (1-65535)

Enter the value (in seconds) of the garbage collection timer.

Click Apply to implement changes made.
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RIPng Interface Settings

This window allows users to configure RIPng interface settings.

To view this window, click L3 Features > RIP > RIPng > RIPng Interface Settings, as shown below:

Interface Name

Find
e Al

Total Entries: 0
RIPng Interface Settings

ftortac Name —[state Dowc oy

Figure 4- 34. RIPng Interface Settings window

Click the hyperlinked name of the interface to configure the settings for RIPng, which will give access to the following window:

State

RIPng Interface Settings(Edit)

Interface Name System

Metric (1-15) 1

Show All RIPng Interface Entries

Disabled

Figure 4- 35. RIPng Interface Settings (Edit) window

The following settings can be configured:

Parameter

Description

Interface Name

The name of the interface for the RIPng configuration.

State Enable or disable the RIPng state on the specific IP interface. If the state is Disabled, then
RIPng packets will not be transmitted or received by the interface. The default setting is
Disabled.

Metric Enter the cost value of an interface. The RIPng route that was learned from the interface

will add this value as a new route metric. The default value is 1.

Click Apply to implement changes made.
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OSPF

The Open Shortest Path First (OSPF) routing protocol uses a link-state algorithm to determine routes to network destinations. A
“link” is an interface on a router and the “state” is a description of that interface and its relationship to neighboring routers. The
state contains information such as the IP address, subnet mask, type of network the interface is attached to, other routers attached
to the network, etc. The collection of link-states is then collected in a link-state database that is maintained by routers running
OSPF.

OSPF specifies how routers will communicate to maintain their link-state database and defines several concepts about the
topology of networks that use OSPF.

To limit the extent of link-state update traffic between routers, OSPF defines the concept of Area. All routers within an area share
the exact same link-state database, and a change to this database once one router triggers an update to the link-state database of all
other routers in that area. Routers that have interfaces connected to more than one area are called Border Routers and take the
responsibility of distributing routing information between areas.

One area is defined as Area 0 or the Backbone. This area is central to the rest of the network in that all other areas have a
connection (through a router) to the backbone. Only routers have connections to the backbone and OSPF is structured such that
routing information changes in other areas will be introduced into the backbone, and then propagated to the rest of the network.

When constructing a network to use OSPF, it is generally advisable to begin with the backbone (area 0) and work outward

Link-State Algorithm

An OSPF router uses a link-state algorithm to build a shortest path tree to all destinations known to the router. The following is a
simplified description of the algorithm’s steps:

When OSPF is started, or when a change in the routing information changes, the router generates a link-state
advertisement. This advertisement is a specially formatted packet that contains information about all the link-states
on the router.

This link-state advertisement is flooded to all routers in the area. Each router that receives the link-state advertisement will
store the advertisement and then forward a copy to other routers.

When the link-state database of each router is updated, the individual routers will calculate a Shortest Path Tree to all
destinations — with the individual router as the root. The IP routing table will then be made up of the destination
address, associated cost, and the address of the next hop to reach each destination.

Once the link-state databases are updated, Shortest Path Trees calculated, and the IP routing tables written — if there are no
subsequent changes in the OSPF network (such as a network link going down) there is very little OSPF traffic.

Shortest Path Algorithm

The Shortest Path to a destination is calculated using the Dijkstra algorithm. Each router is placed at the root of a tree and then
calculates the shortest path to each destination based on the cumulative cost to reach that destination over multiple possible routes.
Each router will then have its own Shortest Path Tree (from the perspective of its location in the network area) even though every
router in the area will have and use the exact same link-state database.

The following sections describe the information used to build the Shortest Path Tree.
OSPF Cost

Each OSPF interface has an associated cost (also called “metric”) that is representative of the overhead required to send packets
over that interface. This cost is inversely proportional to the bandwidth of the interface (i.e. a higher bandwidth interface has a
lower cost). There is then a higher cost (and longer time delays) in sending packets over a 56 Kbps dial-up connection than over a
10 Mbps Ethernet connection. The formula used to calculate the OSPF cost is as follows:

Cost = 100,000,000 / bandwidth in bps
As an example, the cost of a 10 Mbps Ethernet line will be 10 and the cost to cross a 1.544 Mbps T1 line will be 64.
Shortest Path Tree

To build Router A’s shortest path tree for the network diagramed below, Router A is put at the root of the tree and the smallest
cost link to each destination network is calculated.
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Figure 4- 36. Constructing a Shortest Path Tree
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222.211100

Figure 4- 37. Constructing a Shortest Path Tree

The diagram above shows the network from the viewpoint of Router A. Router A can reach 192.213.11.0 through Router B with a
cost of 10 + 5 = 15. Router A can reach 222.211.10.0 through Router C with a cost of 10 + 10 = 20. Router A can also reach
222.211.10.0 through Router B and Router D with a cost of 10 + 5 + 10 = 25, but the cost is higher than the route through Router
C. This higher-cost route will not be included in the Router A’s shortest path tree. The resulting tree will look like this:
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Figure 4- 38. Constructing a Shortest Path Tree - Completed

Note that this shortest path tree is only from the viewpoint of Router A. The cost of the link from Router B to Router A, for
instance is not important to constructing Router A’s shortest path tree, but is very important when Router B is constructing its
shortest path tree.

Note also that directly connected networks are reached at a cost of zero, while other networks are reached at the cost calculated in
the shortest path tree.

Router A can now build its routing table using the network addresses and costs calculated in building the above shortest path tree.

Areas and Border Routers

OSPF link-state updates are forwarded to other routers by flooding to all routers on the network. OSPF uses the concept of areas
to define where on the network routers that need to receive particular link-state updates are located. This helps ensure that routing
updates are not flooded throughout the entire network and will reduce the amount of bandwidth consumed by updating the various
router’s routing tables.

Avreas establish boundaries beyond which link-state updates do not need to be flooded. So the exchange of link-state updates and
the calculation of the shortest path tree are limited to the area that the router is connected to.

Routers that have connections to more than one area are called Border Routers (BR). The Border Routers have the responsibility
of distributing necessary routing information and changes between areas.

Areas are specific to the router interface. A router that has all of its interfaces in the same area is called an Internal Router. A
router that has interfaces in multiple areas is called a Border Router. Routers that act as gateways to other networks (possibly
using other routing protocols) are called Autonomous System Border Routers (ASBRS).

Link-State Packets
There are a number of different types of link-state packets, four of which are illustrated below:
Router Link-State Updates — These describe a router’s links to destinations within an area.

Summary Link-State Updates — Issued by Border Routers and describe links to networks outside the area but within the
Autonomous System (AS).

Network Link-State Updates — Issued by multi-access areas that have more than one attached router. One router is elected
as the Designated Router (DR) and this router issues the network link-state updates describing every router on the
segment.

External Link-State Updates — Issued by an Autonomous System Border Router and describes routes to destinations
outside the AS or a default route to the outside AS.

The format of these link-state updates is described in more detail below.

Router link-state updates are flooded to all routers in the current area. These updates describe the destinations reachable through
all of the router’s interfaces.

Summary link-state updates are generated by Border Routers to distribute routing information about other networks within the AS.
Normally, all Summary link-state updates are forwarded to the backbone (area 0) and are then forwarded to all other areas in the
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network. Border Routers also have the responsibility of distributing routing information from the Autonomous System Border
Router in order for routers in the network to get and maintain routes to other Autonomous Systems.

Network link-state updates are generated by a router elected as the Designated Router on a multi-access segment (with more than
one attached router). These updates describe all of the routers on the segment and their network connections.

External link-state updates carry routing information to networks outside the Autonomous System. The Autonomous System
Border Router is responsible for generating and distributing these updates.

OSPF Authentication

OSPF packets can be authenticated as coming from trusted routers by the use of predefined passwords. The default for routers is
to use no authentication.

There are two other authentication methods — simple password authentication (key) and Message Digest authentication (MD-5).

Message Digest Authentication (MD-5)

MD-5 authentication is a cryptographic method. A key and a key-ID are configured on each router. The router then uses an
algorithm to generate a mathematical “message digest” that is derived from the OSPF packet, the key and the key-ID. This
message digest (a number) is then appended to the packet. The key is not exchanged over the wire and a non-decreasing sequence
number is included to prevent replay attacks.

Simple Password Authentication

A password (or key) can be configured on a per-area basis. Routers in the same area that participate in the routing domain must be
configured with the same key. This method is possibly vulnerable to passive attacks where a link analyzer is used to obtain the
password.

Backbone and Area 0

OSPF limits the number of link-state updates required between routers by defining areas within which a given router operates.
When more than one area is configured, one area is designated as area 0 — also called the backbone.

The backbone is at the center of all other areas — all areas of the network have a physical (or virtual) connection to the backbone
through a router. OSPF allows routing information to be distributed by forwarding it into area 0, from which the information can
be forwarded to all other areas (and all other routers) on the network.

In situations where an area is required, but is not possible to provide a physical connection to the backbone, a virtual link can be
configured.

Virtual Links
Virtual links accomplish two purposes:
Linking an area that does not have a physical connection to the backbone.

Patching the backbone in case there is a discontinuity in area 0.

Areas Not Physically Connected to Area 0

All areas of an OSPF network should have a physical connection to the backbone, but in some cases it is not possible to physically
connect a remote area to the backbone. In these cases, a virtual link is configured to connect the remote area to the backbone. A
virtual path is a logical path between two border routers that have a common area, with one border router connected to the
backbone.

Partitioning the Backbone

OSPF also allows virtual links to be configured to connect the parts of the backbone that are discontinuous. This is the equivalent
to linking different area Os together using a logical path between each area 0. Virtual links can also be added for redundancy to
protect against a router failure. A virtual link is configured between two border routers that both have a connection to their
respective area 0s.

Neighbors

Routers that are connected to the same area or segment become neighbors in that area. Neighbors are elected via the Hello
protocol. IP multicast is used to send out Hello packets to other routers on the segment. Routers become neighbors when they see
themselves listed in a Hello packet sent by another router on the same segment. In this way, two-way communication is
guaranteed to be possible between any two neighbor routers.

Any two routers must meet the following conditions before the become neighbors:
Area ID — Two routers having a common segment — their interfaces have to belong to the same area on that segment. Of
course, the interfaces should belong to the same subnet and have the same subnet mask.
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Authentication — OSPF allows for the configuration of a password for a specific area. Two routers on the same segment
and belonging to the same area must also have the same OSPF password before they can become neighbors.

Hello and Dead Intervals — The Hello interval specifies the length of time, in seconds, between the hello packets that a
router sends on an OSPF interface. The dead interval is the number of seconds that a router’s Hello packets have not
been seen before its neighbors declare the OSPF router down. OSPF routers exchange Hello packets on each
segment in order to acknowledge each other’s existence on a segment and to elect a Designated Router on multi-
access segments. OSPF requires these intervals to be exactly the same between any two neighbors. If any of these
intervals are different, these routers will not become neighbors on a particular segment.

Stub Area Flag — Any two routers also must have the same stub area flag in their Hello packets in order to become
neighbors.

Adjacencies

Adjacent routers go beyond the simple Hello exchange and participate in the link-state database exchange process. OSPF elects
one router as the Designated Router (DR) and a second router as the Backup Designated Router (BDR) on each multi-access
segment (the BDR is a backup in case of a DR failure). All other routers on the segment will then contact the DR for link-state
database updates and exchanges. This limits the bandwidth required for link-state database updates.

Designated Router Election

The election of the DR and BDR is accomplished using the Hello protocol. The router with the highest OSPF priority on a given
multi-access segment will become the DR for that segment. In case of a tie, the router with the highest Router ID wins. The
default OSPF priority is 1. A priority of zero indicates a router that cannot be elected as the DR.
Building Adjacency
Two routers undergo a multi-step process in building the adjacency relationship. The following is a simplified description of the
steps required:

Down — No information has been received from any router on the segment.

Attempt — On non-broadcast multi-access networks (such as Frame Relay or X.25), this state indicates that no recent
information has been received from the neighbor. An effort should be made to contact the neighbor by sending Hello
packets at the reduced rate set by the Poll Interval.

Init — The interface has detected a Hello packet coming from a neighbor but bi-directional communication has not yet
been established.

Two-way — Bi-directional communication with a neighbor has been established. The router has seen its address in the
Hello packets coming from a neighbor. At the end of this stage the DR and BDR election would have been done. At
the end of the Two-way stage, routers will decide whether to proceed in building an adjacency or not. The decision is
based on whether one of the routers is a DR or a BDR or the link is a point-to-point or virtual link.

Exstart — (Exchange Start) Routers establish the initial sequence number that is going to be used in the information
exchange packets. The sequence number insures that routers always get the most recent information. One router will
become the primary and the other will become secondary. The primary router will poll the secondary for
information.

Exchange — Routers will describe their entire link-state database by sending database description packets.

Loading — The routers are finalizing the information exchange. Routers have link-state request list and a link-state
retransmission list. Any information that looks incomplete or outdated will be put on the request list. Any update that
is sent will be put on the retransmission list until it gets acknowledged.

Full — The adjacency is now complete. The neighboring routers are fully adjacent. Adjacent routers will have the same
link-state database.

Adjacencies on Point-to-Point Interfaces

OSPF Routers that are linked using point-to-point interfaces (such as serial links) will always form adjacencies. The concepts of
DR and BDR are unnecessary.

OSPF Packet Formats

All OSPF packet types begin with a standard 24-byte header and there are five packet types. The header is described first, and
each packet type is described in a subsequent section.

All OSPF packets (except for Hello packets) forward link-state advertisements. Link-State Update packets, for example, flood
advertisements throughout the OSPF routing domain.

OSPF packet header
Hello packet
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Database Description packet
Link-State Request packet
Link-State Update packet
Link-State Acknowledgment packet

OSPF Packet Header

Every OSPF packet is preceded by a common 24-byte header. This header contains the information necessary for a receiving
router to determine if the packet should be accepted for further processing.

The format of the OSPP packet header is shown below:
OSPF Packet Header

Octets

0 1 2 3 4
‘ Version No. Type Packet Length ‘
‘ Router ID ‘
‘ Area ID ‘
‘ Checksum Authentication Type ‘
‘ Authentication ‘
‘ Authentication ‘

Figure 4- 39. OSPF Packet Header Format

Field Description

Version No. The OSPF version number

Type The OSPF packet type. The OSPF packet types are as follows: Type
Description Hello Database Description Link-State Request Link-State
Update Link-State Acknowledgment

Packet Length The length of the packet in bytes. This length includes the 24-byte header.

Router ID The Router ID of the packet’s source.

Area D A 32-bit number identifying the area that this packet belongs to. All OSPF
packets are associated with a single area. Packets traversing a virtual link
are assigned the backbone Area ID of 0.0.0.0

Checksum A standard IP checksum that includes all of the packet’s contents except for
the 64-bit authentication field.

Authentication Type The type of authentication to be used for the packet.

Authentication A 64-bit field used by the authentication scheme.

Hello Packet

Hello packets are OSPF packet type 1. They are sent periodically on all interfaces, including virtual links, in order to establish and
maintain neighbor relationships. In addition, Hello Packets are multicast on those physical networks having a multicast or
broadcast capability, enabling dynamic discovery of neighboring routers.

All routers connected to a common network must agree on certain parameters such as the Network Mask, the Hello Interval, and
the Router Dead Interval. These parameters are included in the hello packets, so that differences can inhibit the forming of
neighbor relationships. A detailed explanation of the receive process for Hello packets is necessary so that differences cannot
inhibit the forming of neighbor relationships.

The format of the Hello packet is shown below:
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Hello Packet

Octets
0 1 2 3 4
‘ Version No. ‘ 1 Packet Length ‘
‘ Router ID ‘
‘ Area ID ‘
‘ Checksum Authentication Type ‘
‘ Authentication ‘
‘ Authentication ‘
‘ Network Mask ‘
‘ Hello Interval Options Router Priority ‘
‘ Router Dead Interval ‘
‘ Designated Router ‘
‘ Backup Designated Router ‘
‘ Neighbor ‘
Figure 4- 40. Hello Packet

Field Description

Network Mask The network mask associated with this interface.

Options The optional capabilities supported by the router.

Hello Interval The number of seconds between this router’s Hello packets.

Router Priority

Router Dead Interval

Designated Router

Backup Designated Router

Field
Neighbor

This router’s Router Priority. The Router Priority is used in the
election of the DR and BDR. If this field is set to 0, the router is
ineligible to become the DR or the BDR.

The number of seconds that must pass before declaring a
silent router as down.

The identity of the DR for this network, in the view of the
advertising router. The DR is identified here by its IP interface
address on the network.

The identity of the Backup Designated Router (BDR) for this
network. The BDR is identified here by its IP interface address
on the network. This field is set to 0.0.0.0 if there is no BDR.

Description

The Router IDs of each router from whom valid Hello packets
have been seen within the Router Dead Interval on the
network.

Database Description Packet

Database Description packets are OSPF packet type 2. These packets are exchanged when an adjacency is being initialized. They
describe the contents of the topological database. Multiple packets may be used to describe the database. For this purpose, a poll-
response procedure is used. One of the routers is designated to be master, the other a slave. The master seconds Database
Description packets (polls) that are acknowledged by Database Description packets sent by the slave (responses). The responses

are linked to the polls via the packets’ DD sequence numbers.
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Database Description Packet

Octets

0 1 2 3 4
‘ Version No. ‘ 2 ‘ Packet Length ‘
‘ Router ID ‘
‘ Area ID ‘
‘ Checksum Authentication Type ‘
‘ Authentication ‘
‘ Authentication ‘
‘ Reserved ‘I‘M‘M# Reserved Options ‘

DD Sequence No. ‘

Link-State Advertisement Header ...

Figure 4- 41. Database Description Packet

Field Description

Options The optional capabilities supported by the router.

| - bit The Initial bit. When set to 1, this packet is the first in the sequence of
Database Description packets.

M - bit The More bit. When set to 1, this indicates that more Database
Description packets will follow.

MS - bit The Master Slave bit. When set to 1, this indicates that the router is the

DD Sequence Number

master during the Database Exchange process. A zero indicates the
opposite.

User to sequence the collection of Database Description Packets. The
initial value (indicated by the Initial bit being set) should be unique. The
DD sequence number then increments until the complete database
description has been sent.

The rest of the packet consists of a list of the topological database’s pieces. Each link state advertisement in the database is

described by its link state advertisement header.

Link-State Request Packet

Link-State Request packets are OSPF packet type 3. After exchanging Database Description packets with a neighboring router, a
router may find that parts of its topological database are out of date. The Link-State Request packet is used to request the pieces of
the neighbor’s database that are more up to date. Multiple Link-State Request packets may need to be used. The sending of Link-

State Request packets is the last step in bringing up an adjacency.

A router that sends a Link-State Request packet has in mind the precise instance of the database pieces it is requesting, defined by
LS sequence number, LS checksum, and LS age, although these fields are not specified in the Link-State Request packet itself.

The router may receive even more recent instances in response.

The format of the Link-State Request packet is shown below:
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Link-State Request Packet

Octets

0 1 2 3 4
‘ Version No. ‘ 3 ‘ Packet Length ‘
‘ Router ID ‘
‘ Area ID ‘
‘ Checksum Authentication Type ‘

‘ Authentication ‘

‘ Authentication ‘

‘ Link-State Type ‘

‘ Link-State ID ‘

‘ Advertising Router ‘

Figure 4- 42. Link-State Request Packet

Each advertisement requested is specified by its Link-State Type, Link-State ID, and Advertising Router. This uniquely identifies
the advertisement, but not its instance. Link-State Request packets are understood to be requests for the most recent instance.

Link-State Update Packet

Link-State Update packets are OSPF packet type 4. These packets implement the flooding of link-state advertisements. Each
Link-State Update packet carries a collection of link-state advertisements one hop further from its origin. Several link-state
advertisements may be included in a single packet.

Link-State Update packets are multicast on those physical networks that support multicast/broadcast. In order to make the
flooding procedure reliable, flooded advertisements are acknowledged in Link-State Acknowledgment packets. If retransmission
of certain advertisements is necessary, the retransmitted advertisements are always carried by unicast Link-State Update packets.

The format of the Link-State Update packet is shown below:
Link-State Update Packet

Octets

0 1 2 3 4
‘ Version No. ‘ 4 ‘ Packet Length ‘
‘ Router ID ‘
‘ Area ID ‘
‘ Checksum Authentication Type ‘

‘ Authentication ‘

‘ Authentication ‘

‘ Number of Advertisements ‘

‘ Link-State Advertisements ... ‘

Figure 4- 43. Link-State Update Packet

The body of the Link-State Update packet consists of a list of link-state advertisements. Each advertisement begins with a
common 20-byte header, the link-state advertisement header. Otherwise, the format of each of the five types of link-state
advertisements is different.

Link-State Acknowledgment Packet

Link-State Acknowledgment packets are OSPF packet type 5. To make the folding of link-state advertisements reliable, flooded
advertisements are explicitly acknowledged. This acknowledgment is accomplished through the sending and receiving of Link-
State Acknowledgment packets. Multiple link-state advertisements can be acknowledged in a single Link-State Acknowledgment
packet.
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Depending on the state of the sending interface and the source of the advertisements being acknowledged, a Link-State
Acknowledgment packet is sent either to the multicast address AlISPFRouters, to the multicast address AlIDRouters, or as a
unicast packet.

The format of this packet is similar to that of the Data Description packet. The body of both packets is simply a list of link-state
advertisement headers.

The format of the Link-State Acknowledgment packet is shown below:
Link-State Acknowledgment Packet

Octets

0 1 2 3 4

‘ Version No. ‘ 5 ‘ Packet Length ‘

‘ Router ID ‘

‘ Area ID ‘
Checksum Authentication Type

‘ Authentication ‘

‘ Authentication ‘

‘ Link-State Advertisement Header ... ‘

Figure 4- 44. Link State Acknowledge Packet

Each acknowledged link-state advertisement is described by its link-state advertisement header. It contains all the information
required to uniquely identify both the advertisement and the advertisement’s current instance.

Link-State Advertisement Formats

There are five distinct types of link-state advertisements. Each link-state advertisement begins with a standard 20-byte link-state
advertisement header. Succeeding sections then diagram the separate link-state advertisement types.

Each link-state advertisement describes a piece of the OSPF routing domain. Every router originates a router links advertisement.
In addition, whenever the router is elected as the Designated Router, it originates a network links advertisement. Other types of
link-state advertisements may also be originated. The flooding algorithm is reliable, ensuring that all routers have the same
collection of link-state advertisements. The collection of advertisements is called the link-state (or topological) database.

From the link-state database, each router constructs a shortest path tree with itself as root. This yields a routing table.
There are four types of link state advertisements, each using a common link state header. These are:

Router Links Advertisements

Network Links Advertisements

Summary Link Advertisements

Autonomous System Link Advertisements

Link State Advertisement Header

All link state advertisements begin with a common 20-byte header. This header contains enough information to uniquely identify
the advertisements (Link State Type, Link State ID, and Advertising Router). Multiple instances of the link state advertisement
may exist in the routing domain at the same time. It is then necessary to determine which instance is more recent. This is
accomplished by examining the link state age, link state sequence number and link state checksum fields that are also contained in
the link state advertisement header.

The format of the Link State Advertisement Header is shown below:
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Link-State Advertisement Header

Octets
0 1 2 3 4
‘ Link-State Age ‘ Options ‘ Link-State Type ‘
‘ Link-State ID ‘
‘ Advertising Router ‘
‘ Link-State Sequence Number ‘
‘ Link-State Checksum Length ‘
Figure 4- 45. Link State Advertisement Header
Field Description
Link State Age The time is seconds since the link state advertisement was originated.
Options The optional capabilities supported by the described portion of the
routing domain.
Link State Type The type of the link state advertisement. Each link state type has a
separate advertisement format.
The link state types are as follows: Router Links, Network Links,
Summary Link (IP Network), Summary Link (ASBR), AS External Link.
Link State ID This field identifies the portion of the internet environment that is being

described by the advertisement. The contents of this field depend on the
advertisement’s Link State Type.

Advertising Router The Router ID of the router that originated the Link State Advertisement.
For example, in network links advertisements this field is set to the
Router ID of the network’s Designated Router.

Link State Sequence  Detects old or duplicate link state advertisements. Successive instances
Number of a link state advertisement are given successive Link State Sequence
numbers.

Link State Checksum The Fletcher checksum of the complete contents of the link state
advertisement, including the Ilink state advertisement header by
accepting the Link State Age field.

Length The length in bytes of the link state advertisement. This includes the 20-
byte link state advertisement header.

Router Links Advertisements

Router links advertisements are type 1 link state advertisements. Each router in an area originates a routers links advertisement.
The advertisement describes the state and cost of the router’s links to the area. All of the router’s links to the area must be
described in a single router links advertisement.

The format of the Router Links Advertisement is shown below:
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Routers Links Advertisements

Octets
0 1 2 3 4
| Link-State Age | Options Link-State Type |
Link-State ID
| Advertising Router |
\ Link-State Sequence Number \
Link-State Checksum \ Length \
| Reserved |V|E[B| Reserved | Number of Links |
| Link ID |
| Link Data |
Type No. Of TOS TOS 0 Metric
| TOS | 0 | Metric |
| |
T0s 0 Metric
| |
| Link ID |
Link Data |

Figure 4- 46. Routers Links Advertisements

In router links advertisements, the Link State ID field is set to the router’s OSPF Router ID. The T-bit is set in the advertisement’s
Option field if and only if the router is able to calculate a separate set of routes for each IP Type of Service (TOS). Router links
advertisements are flooded throughout a single area only.

Field Description

V - bit When set, the router is an endpoint of an active virtual link that is using the
described area as a Transit area (V is for Virtual link endpoint).

E - bit When set, the router is an Autonomous System (AS) boundary router (E is for
External).

B - bit When set, the router is an area border router (B is for Border).

Number of Links

The number of router links described by this advertisement. This must be the
total collection of router links to the area.

The following fields are used to describe each router link. Each router link is typed. The Type field indicates the kind of link being
described. It may be a link to a transit network, to another router or to a stub network. The values of all the other fields describing
a router link depend on the link’s Type. For example, each link has an associated 32-bit data field. For links to stub networks, this
field specifies the network’s IP address mask. For other link types, the Link Data specifies the router’s associated IP interface

address.
Field Description
Type A quick classification of the router link. One of the following: Type Description: Point-to-

point connection to another router. Connection to a transit network. Connection to a stub
network. Virtual link.
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Link ID Identifies the object that this router link connects to. Value depends on the link’s Type.
When connecting to an object that also originates a link state advertisement (i.e. another
router or a transit network) the Link ID is equal to the neighboring advertisement’s Link
State ID. This provides the key for looking up an advertisement in the link state
database. Type Link ID: Neighboring router's Router ID. IP address of Designated
Router. IP network/subnet number. Neighboring router’s Router ID

Link Data Contents again depend on the link’'s Type field. For connections to stub networks, it
specifies the network’s IP address mask. For unnumbered point-to-point connection, it
specifies the interface’s MIB-II iflndex value. For other link types it specifies the router’s
associated IP interface address. This latter piece of information is needed during the
routing table build process, when calculating the IP address of the next hop.

No. of TOS The number of different Type of Service (TOS) metrics given for this link, not counting
the required metric for TOS 0. If no additional TOS metrics are given, this field should be
set to 0.

TOS 0 Metric  The cost of using this router link for TOS 0.

For each link, separate metrics may be specified for each Type of Service (ToS). The metric for ToS 0 must always be included,
and was discussed above. Metrics for non-zero TOS are described below. Note that the cost for non-zero ToS values that are not
specified defaults to the ToS 0 cost. Metrics must be listed in order of increasing TOS encoding. For example, the metric for ToS
16 must always follow the metric for ToS 8 when both are specified.

Field Description
ToS IP Type of Service that this metric refers to.
Metric The cost of using this outbound router link, for traffic of the specified TOS.

Network Links Advertisements

Network links advertisements are Type 2 link state advertisements. A network links advertisement is originated for each transit
network in the area. A transit network is a multi-access network that has more than one attached router. The network links
advertisement is originated by the network’s Designated Router. The advertisement describes all routers attached to the network,
including the Designated Router itself. The advertisement’s Link State ID field lists the IP interface address of the Designated
Router.

The distance form the network to all attached routers is zero, for all ToS. This is why the ToS and metric fields need not be
specified in the network links advertisement.

The format of the Network Links Advertisement is shown below:
Network Link Advertisements

Octets
0 1 2 3 4

‘ Link-State Age ‘ Options ‘ 2 ‘

‘ Link-State ID ‘

Advertising Router

‘ Link-State Sequence Number ‘

‘ Link-State Checksum Length ‘

‘ Network Mask ‘

‘ Attached Router ‘

Figure 4- 47. Network Link Advertisements
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Field Description

Network Mask The IP address mask for the network.

Attached Router The Router IDs of each of the routers attached to the network. Only
those routers that are fully adjacent to the Designated Router (DR)
are listed. The DR includes itself in this list.

Summary Link Advertisements

Summary link advertisements are Type 3 and 4 link state advertisements. These advertisements are originated by Area Border
routers. A separate summary link advertisement is made for each destination known to the router that belongs to the Autonomous
System (AS), yet is outside the area.

Type 3 link state advertisements are used when the destination is an IP network. In this case, the advertisement’s Link State 1D
field is an IP network number. When the destination is an AS boundary router, a Type 4 advertisement is used, and the Link State
ID field is the AS boundary router’s OSPF Router ID. Other that the difference in the Link State ID field, the format of Type 3
and 4 link state advertisements is identical.

Summary Link Advertisements

Octets
0 1 2 3 4
Link-State Age Options 2
‘ Link-State ID ‘
‘ Advertising Router ‘
Link-State Sequence Number
‘ Link-State Checksum Length ‘
‘ Network Mask ‘
TOS Metric

Figure 4- 48. Summary Link Advertisements

For stub area, Type 3 summary link advertisements can also be used to describe a default route on a per-area basis. Default
summary routes are used in stub area instead of flooding a complete set of external routes. When describing a default summary
route, the advertisement’s Link State ID is always set to the Default Destination — 0.0.0.0, and the Network Mask is set to 0.0.0.0.

Separate costs may be advertised for each IP Type of Service. Note that the cost for ToS 0 must be included, and is always listed
first. If the T-bit is reset in the advertisement’s Option field, only a route for ToS 0 is described by the advertisement. Otherwise,
routes for the other ToS values are also described. If a cost for a certain ToS is not included, its cost defaults to that specified for
ToS 0.

Field Description

Network Mask For Type 3 link state advertisements, this indicates the destination network’s
IP address mask. For example, when advertising the location of a class A
network the value 0xff000000.

ToS The Type of Service that the following cost is relevant to.

Metric The cost of this route. Expressed in the same units as the interface costs in
the router links advertisements.

Autonomous Systems External Link Advertisements

Autonomous Systems (AS) link advertisements are Type 5 link state advertisements. These advertisements are originated by AS
boundary routers. A separate advertisement is made for each destination known to the router that is external to the AS.

AS external link advertisements usually describe a particular external destination. For these advertisements the Link State ID field
specifies an IP network number. AS external link advertisements are also used to describe a default route. Default routes are used
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when no specific route exists to the destination. When describing a default route, the Link State ID is always set with the Default
Destination address (0.0.0.0) and the Network Mask is set to 0.0.0.0.

The format of the AS External Link Advertisement is shown below:
AS External Link Advertisements

Octets

0 1 2 3 4
‘ Link-State Age ‘ Options ‘ 5 ‘
| Link-State ID |
‘ Advertising Router ‘
‘ Link-State Sequence Number ‘
‘ Link-State Checksum Length ‘

Network Mask
‘E‘ TOS Metric ‘
‘ Forwarding Address ‘
‘ External Route Tag ‘
Figure 4- 49. AS External Link Advertisements
Field Description

Network Mask The IP address mask for the advertised destination.

E - bit The type of external metric. If the E-bit is set, the metric specified is a Type 2 external
metric. This means the metric is considered larger than any link state path. If the E-bit
is zero, the specified metric is a Type 1 external metric. This means that is
comparable directly to the link state metric.

Forwarding Data traffic for the advertised destination will be forwarded to this address. If the

Address Forwarding Address is set to 0.0.0.0, data traffic will be forwarded instead to the
advertisement’s originator.

TOS The Type of Service that the following cost is relevant to.

Metric The cost of this route. The interpretation of this metric depends on the external type

indication (the E - bit above).

External Route A 32-bit field attached to each external route. This is not used by the OSPF protocol
Tag itself.

Including the NSSA

The NSSA or Not So Stubby Area is a feature that has been added to OSPF so external routes from ASs (Autonomous Systems)
can be imported into the OSPF area. As an extension of stub areas, the NSSA feature uses a packet translation system used by
BRs (Border Routers) to translate outside routes into the OSPF area. Consider the following example:

213



NSSA ASR NSSA ABSR
translates

translate
LSA Typ_e 7 = external
;:_ascxe!;s mI; routes to LSA
pe Type 7
packets herg, packets

NSSA
ASBR

NSSA Area 2

External
Route
enters
the
NSSA
here

:"E‘&
o NSSA Area Example|
*— enter the NSSA —_— . F
area (Area 2)

Figure 4- 50. NSSA Area example

The NSSA ASBR (Not So Stubby Area Autonomous System Border Router) is receiving External Route information and
translating it as an LSA Type-7 packet that will be distributed ONLY to switches within the NSSA (Area 2 in the example above).
For this route’s information to enter another area, the LSA Type-7 packet has to be translated into an LSA Type-5 packet by the
NSSA ABR (Area Border Router) and then is distributed to other switches within the other OSPF areas (Area 1 and 2 in the
example above). Once completed, new routes are learned and new shortest routes will be determined.

To alleviate any problems with OSPF summary routing due to new routes and packets, all NSSA area border routers (ABR) must
support optional importing of LSA type-3 summary packets into the NSSA.

Type-7 LSA Packets

Link-State Advertisement Type-7 Packet

Type-7 LSA (Link State Advertisement) packets are

used to import external routes into the NSSA. These e

packets can originate from NSSA ASBRs or NSSA LS Age Peen | LS Type (7)
ABRs and are defined by setting the P-Bit in the LSA

type-7 packet header. Each destination network Link State ID

learned from external routes is converted into Type-7
LSA packets. These packets are specific for NSSA
switches and the route information contained in these
packets cannot leave the area unless translated into
Type-5 LSA packets by Area Border Routers. See
the following table for a better description of the LS Sequence Number
LSA type-7 packet seen here.

Header 1 Advertising Router

LS Checksum Length

Network Mask

E| TOS Metric

Forwarding Address

External Route Tag

Octets () 1 2 3 4
Figure 4- 51. LSA Type-7 Packet
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Field Description

Link State This field will hold information concerning information regarding the LS Checksum,

Packet Header length, LS sequence number, Advertising Router, Link State ID, LS age, the packet
type (Type-7), and the options field. The Options byte contains information regarding
the N-Bit and the P-Bit, which will be described later in this section.

Network Mask The IP address mask for the advertised destination.

E - bit The type of external metric. If the E-bit is set, the metric specified is a Type 2 external
metric. This means the metric is considered larger than any link state path. If the E-bit
is zero, the specified metric is a Type 1 external metric. This means that is
comparable directly to the link state metric.

Forwarding Data traffic for the advertised destination will be forwarded to this address. If the
Address Forwarding Address is set to 0.0.0.0, data traffic will be forwarded instead to the
advertisement’s originator.

Yet, if the network between the NSSA ASBR and the adjacent AS is advertised in the
area as an internal OSFP route, this address will be the next hop address.
Conversely, if the network is not advertised as internal, this field should be any of the
router’s active OSPF interfaces.

TOS The Type of Service that the following cost is relevant to.

Metric The cost of this route. The interpretation of this metric depends on the external type
indication (the E-bit above).

External Route A 32-bit field attached to each external route. This is not used by the OSPF protocol
Tag itself.

The N-Bit

Contained in the options field of the Link State Packet header, the N-Bit is used to ensure that all members of an NSSA agree on
the area configurations. Used in conjunction with the E-Bit, these two bits represent the flooding capability of an external LSA.
Because type-5 LSAs cannot be flooded into the NSSA, the N-Bit will contain information for sending and receiving LSA type-7
packets, while the E-bit is to be cleared. An additional check must be created for the function that accepts these packets to verify
these two bits (N and E-Bit). Bits matching the checking feature will be accepted, while other bit combinations will be dropped.

The P-Bit

Also included in the Options field of the LSA type-7 packet, the P-Bit (propagate) is used to define whether or not to translate the
LSA type-7 packet into an LSA type-5 packet for distribution outside the NSSA.

LSA Type-7 Packet Features

e LSA Type-7 address ranges for OSPF areas are defined as a pair, consisting of an IP address and a mask. The packet will
also state whether or not to advertise and it will also contain an external route tag.

e The NSSA ASBR will translate external routes into type-7 LSAs to be distributed on the NSSA. NSSA ABRs will
optionally translate these type-7 packets into type-5 packets to be distributed among other OSPF areas. These type-5
packets are indiscernible from other type-5 packets. The NSSA does not support type-5 LSAs.

e Once border routers of the NSSA have finished translating or grouping type-7 LSAs into type-5 LSAs, type-5 LSAS
should be flushed or reset as a translation or an aggregation of other type-7 LSAs.

e The forwarding addresses contained in translated type-5 LSAs must be set, with the exception of an LSA address range
match.
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OSPF

The Switch supports Open Shortest Path First (OSPF), a dynamic routing protocol used in Internet Protocol (IP) networks.

OSPF Global Settings

This window allows OSPF to be enabled or disabled on the Switch — without changing the Switch’s OSPF configuration. To
enable OSPF, first supply an OSPF Router ID (see below), select Enabled from the State drop-down menu and click the Apply

button.

To view the following window, click L3 Features > OSPF > OSPF > OSPF Global Settings, as shown below:

State

OSPF Global Settings
OSFF Router ID 0.0.0.0
Current Router ID 10.90.20.90 (Auto selected)

Disabled =

Figure 4- 52. OSPF Global Settings window

The following parameters are used for general OSPF configuration:

Parameter

Description

OSPF Router ID

A 32-bit number (in the same format as an IP address — xxx.xxx.xxx.xxx) that uniquely
identifies the Switch in the OSPF domain. It is common to assign the highest IP address
assigned to the Switch (router). If 0.0.0.0 is entered, the highest IP address assigned to the
Switch will become the OSPF Router ID. If an active loopback interface exists on the device
and the OSPF’s router ID is auto-select, the active loopback interface’s IP address will be
preferred to use as router ID. If there are several active loopback interfaces, it will choose the
largest IP address from all the active loopback interfaces as router ID. If there is no loopback
interface, the highest IP address assigned to the Switch will become the OSPF Router ID.

Current Router ID

Displays the OSPF Router ID currently in use by the Switch. This Router ID is displayed as a
convenience to the user when changing the Switch’s OSPF Router ID.

State

Allows OSPF to be enabled or disabled globally on the Switch without changing the OSPF
configuration.
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OSPF Area Settings

This window allows the configuration of OSPF Area IDs and to designate these areas as Normal, Stub or NSSA. Normal OSPF
areas allow Link-State Database (LSDB) advertisements of routes to networks that are external to the area. Stub areas do not allow
the LSDB advertisement of external routes. Stub areas use a default summary external route (0.0.0.0 or Area 0) to reach external
destinations.

To set up an OSPF area configuration, click Layer 3 Features > OSPF > OSPF > OSPF Area Settings, as shown below:

OSPF Area Settings

hreD  [type s Summary [NSSA Summary

0.0.0.0 Marmal »

Add/modify

Total Entries: 1
OSPF Area Table

area D [type [Siub Import Summary LS S Dot o

0.0.0.0 Normal  None Hone Hone

Figure 4- 53. OSPF Area Settings window

To add an OSPF Area to the table, type a unique Area ID (see below) select the Type from the drop-down menu. For a Stub type,
choose Enabled or Disabled from the Stub Summary drop-down menu and determine the Metric. Click the Add/Modify button to
add the area ID set to the table.

To remove an Area ID configuration set, simply click ! in the Delete column for the configuration.

To change an existing set in the list, type the Area ID of the set you want to change, make the changes and click the Add/Modify
button. The modified OSPF area ID will appear in the table.

OSPF Area Settings

(0000 [Normal =] |Disabled 7] [ Disabled ¥} [Disabled =] |
Addodify i

Area ID Stub Import Summary LSA

x|

0000 Hormal  Mone MNone Hone
32000 Mormal  Mone IMone ITone X
244.0.0.6 H=3A Enabled 2 Enabled g

Figure 4- 54. OSPF Area Settings example window

See the parameter descriptions below for information on the OSPF Area Settings window. To remove an entry from the table,
click its corresponding *I under the Delete heading.

The Area ID settings are as follows:

Parameter Description

Area ID A 32-bit number in the form of an IP address (xxx.xxx.xxx.xxx) that uniquely identifies the
OSPF area in the OSPF domain.

Type This field can be toggled between Normal, Stub and NSSA using the pull-down menu. When it
is toggled to Stub, the additional field Stub Summary will then be capable of being configured.
Choosing NSSA allows the NSSA Summary field and the Translate field to be configured.

217




Stub Summary

Displays whether or not the selected Area will allow Summary Link-State Advertisements
(Summary LSAs) to be imported into the area from other areas.

NSSA Summary

Use the pull-down menu to enable or disable the importing of OSPF summary routes into the
NSSA as Type-3 summary LSAs. The default is Disabled. This field can only be configured if
NSSA is chosen in the Type field.

Translate

Use the pull-down menu to enable or disable the translating of Type-7 LSAs into Type-5
LSAs, so that they can be distributed outside of the NSSA. The default is Disabled. This field
can only be configured if NSSA is chosen in the Type field.

Metric

Displays the default cost for the route to the stub of between 0 and 65,535. The default is 1.

For NSSA areas, the metric field determines the cost of traffic entering the NSSA area.
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OSPF Interface Settings

This window is used to set up OSPF interfaces. If there are no IP interfaces configured (besides the default System interface), only
the System interface settings will appear listed. To change settings for an IP interface, click on the hyperlinked name of the
interface to see the configuration window for that interface.

To view this window, click L3 Features > OSPF > OSPF > OSPF Interface Settings, as shown below:

Total Entries: 1

OSPF Interface Settings

vt Name [P Adrers
1

Systetn 109090 90 0.0.0.0 Ione Disabled

Figure 4- 55. OSPF Interface Settings window

Click the hyperlinked name of the interface to configure the settings for OSPF, which will give access to the following window:

OSPF Interface Settings - Edit
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Figure 4- 56. OSPF Interface Settings - Edit window

Configure each IP interface individually using the OSPF Interface Settings - Edit window. Click the Apply button when you
have entered the settings. The new configuration appears listed in the OSPF Interface Settings window. To return to the OSPF
Interface Settings window, click the Show All OSPF Interface Entries link.

OSPF interface settings are described below. Some OSPF interface settings require previously configured OSPF settings. Read the
descriptions below for details.

Parameter Description
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Interface Name

Displays the IP interface previously configured on the Switch.

IP Address

Displays the IP address of the IP interface to be edited.

Network Medium
Type

Displays the network medium type of the IP interface to be edited.

Area ID Allows the entry of an OSPF Area ID configured above.
Router Priority (0- Allows the entry of a number between 0 and 255 representing the OSPF priority of the
255) selected area. If a Router Priority of O is selected, the Switch cannot be elected as the

Designated Router for the network.

Hello Interval (1-
65535)

Allows the specification of the interval between the transmissions of OSPF Hello packets, in
seconds. Between 1 and 65535 seconds can be specified. The Hello Interval, Dead Interval,
Authorization Type, and Authorization Key should be the same for all routers on the same
network.

Dead Interval (1-
65535)

Allows the specification of the length of time between the receipt of Hello packets from a
neighbor router before the selected area declares that router down. An interval between 1
and 65535 seconds can be specified. The Dead Interval must be evenly divisible by the
Hello Interval.

State Allows the OSPF interface to be disabled for the selected area without changing the
configuration for that area.
Auth. Type This field can be toggled between None, Simple, and MD5 using the space bar. This allows

a choice of authorization schemes for OSPF packets that may be exchanged over the OSPF
routing domain.

None specifies no authorization.

Simple uses a simple password to determine if the packets are from an authorized
OSPF router. When Simple is selected, the Auth Key field allows the entry of an
8-character password that must be the same as a password configured on a
neighbor OSPF router.

MD5 uses a cryptographic key entered in the MD5 Key Settings window. When MD5
is selected, the Auth Key ID field allows the specification of the Key ID as
defined in the MD5 configuration above. This must be the same MD5 Key as
used by the neighboring router.

Password/Auth. Key
ID

Enter a Key ID of up to eight characters to set the Auth. Key ID for either the Simple Auth
Type or the MD5 Auth Type, as specified in the previous parameter.

Metric (1-65535)

This field allows the entry of a number between 1 and 65,535 that is representative of the
OSPF cost of reaching the selected OSPF interface. The default metric is 1.

Passive The user may select Active or Passive for this OSPF interface. Active interfaces actively
advertise OSPF to routers on other Intranets that are not part of this specific OSPF group.
Passive interface will not advertise to any other routers than those within its OSPF intranet.
When this field is disabled, it denotes an active interface.

DR State DR State is a read-only field describing the Designated Router state of the IP interface. This
field may read DR if the interface is the designated router, or Backup DR if the interface is
the Backup Designated Router. The highest IP address will be the Designated Router and is
determined by the OSPF Hello Protocol of the Switch.

DR Address The IP address of the aforementioned Designated Router.

Backup DR Address

The IP address of the aforementioned Backup Designated Router.

Transmit Delay

A read-only field that denotes the estimated time to transmit a Link State Update Packet over
this interface, in seconds.

Retransmit Time

A read-only field that denotes the time between LSA retransmissions over this interface, in
seconds.
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OSPF Virtual Link Settings

This window shows the current OSPF Virtual Interface Settings. There are no virtual interface settings configured by default, so
the first time this table is viewed there will be no interfaces listed. To add a new OSPF virtual interface configuration set to the
table, click the Add button. A new window appears (see below). To change an existing configuration, click on the hyperlinked
Transit Area ID for the set you want to change. The window to modify an existing set is the same as the window used to add a
new one.

To view this window, click L3 Features > OSPF > OSPF > OSPF Virtual Link Settings, as shown below:

Al

OSPF Virtual Link Settings

s Are D [Neghbor Rovtr 1D ot et [Dond o

Figure 4- 57. OSPF Virtual Link Settings window

To delete an existing configuration, click the corresponding #! button in the Delete column. The status of the virtual interface
appears in the Status column.

OSPF Virtual Link Settings - Add

Neighbor Router ID 0.0.00
el o055 [T
DT TR
tmiDay
T

chow Al OSPE Wirtual Link Entries

Figure 4- 58. OSPF Virtual Link Settings — Add window

Configure the following parameters if you are adding or changing an OSPF Virtual Interface:

Parameter Description

Transit Area ID Allows the entry of an OSPF Area ID — previously defined on the Switch — that allows a
remote area to communicate with the backbone (area 0). A Transit Area cannot be a Stub
Area or a Backbone Area.

Neighbor Router ID The OSPF router ID for the remote router. This is a 32-bit number in the form of an IP
address (xxx.xxx.xxx.xxx) that uniquely identifies the remote area’s Area Border Router.

Hello Interval (1- Specify the interval between the transmission of OSPF Hello packets, in seconds. Enter a
65535) value between 1 and 65535 seconds. The Hello Interval, Dead Interval, Authorization Type,
and Authorization Key should have identical settings for all routers on the same network.

Dead Interval (1- Specify the length of time between (receiving) Hello packets from a neighbor router before
65535) the selected area declares that router down. Again, all routers on the network should use
the same setting.

Auth Type If using authorization for OSPF routers, select the type being used. MD5 key authorization
must be set up in the MD5 Key Settings window.
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Password/Auth. Key | Enter a case-sensitive password for simple authorization or enter the MD5 key you set in the
ID MD5 Key Settings window.

Transmit Delay The number of seconds required to transmit a link state update over this virtual link. Transit
delay takes into account transmission and propagation delays. This field is fixed at 1
second.

Retransmit Interval The number of seconds between link state advertisement retransmissions for adjacencies

belonging to this virtual link. This field is fixed at 5 seconds.

Click Apply to implement changes made.

’ NOTE: For OSPF to function properly some settings should be identical on all
participating OSPF devices. These settings include the Hello Interval and Dead
‘Q@ Interval. For networks using authorization for OSPF devices, the Authorization Type

‘5{5‘)‘ and Password or Key used must likewise be identical.

i

OSPF Area Aggregation Settings

Area Aggregation allows all of the routing information that may be contained within an area to be aggregated into a summary
LSDB advertisement of just the network address and subnet mask. This allows for a reduction in the volume of LSDB
advertisement traffic as well as a reduction in the memory overhead in the Switch used to maintain routing tables. There are no
aggregation settings configured by default, so there will not be any listed the first accessing the window. To add a new OSPF Area
Aggregation setting, click the Add button. A new window (pictured below) appears. To change an existing configuration, click on
the corresponding Modify button for the set you want to change. The window to modify an existing configuration is the same as
the window used to add a new one.

To view this window, click L3 Features > OSPF > OSPF > OSPF Area Aggregation Settings, as shown below:

Add

Total Entries: 0
OSPF Area Aggregation Settings

Area ID |(Network Number Network Mask LSDB Type

Figure 4- 59. OSPF Area Aggregation Settings window

Use the window below to change settings or add a new OSPF Area Aggregation setting.

OSPF Area Aggregation Settings - Add

Area ID 0.0.0.0
Network Number 0.0.0.0
Network Mask 0.0.0.0
LSDB Type NESA_EXT

Advertisement Disabled w

chow Al OSPF Area Agoregation Entries

Figure 4- 60. OSPF Area Aggregation Settings — Add window

Specify the OSPF aggregation settings and click the Apply button to add or change the settings. The new settings will appear
listed in the OSPF Area Aggregation Settings window. To view the table, click the Show All OSPF Area Aggregation Entries
link to return to the previous window.

Use the following parameters to configure the following settings for OSPF Area Aggregation Settings:
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Parameter Description

Area ID Allows the entry the OSPF Area ID for which the routing information will be aggregated. This
Area ID must be previously defined on the Switch.

Network Number Sometimes called the Network Address. The 32-bit number in the form of an IP address that
uniquely identifies the network that corresponds to the OSPF Area above.

Network Mask The corresponding network mask for the Network Number specified above.

LSDB Type Specifies the type of address aggregation. The user may choose Summary or NSSA-EXT,
depending on the type of aggregation being configured. The default setting is Summary.

Advertisement Select Enabled or Disabled to determine whether the selected OSPF Area will advertise it's
summary LSDB (Network-Number and Network-Mask).

Click Apply to implement changes made.

OSPF Host Route Settings

OSPF host routes work in a way analogous to RIP, only this is used to share OSPF information with other OSPF routers. This is
used to work around problems that might prevent OSPF information sharing between routers. To add a new OSPF Route, click the
Add button. Configure the setting in the window that appears. The Add and Modify windows for OSPF host route settings are
nearly identical. The difference between them is that if you are changing an existing configuration you will be unable to change
the Host Address. To change an existing configuration, click on the corresponding Modify button in the list for the configuration
to change and proceed to change the metric or area ID.

To configure OSPF host routes, click L3 Features > OSPF> OSPF > OSPF Host Route Settings, as shown below:

Add

Total Entries: 0

OSPF Host Route Settings

Figure 4- 61. OSPF Host Route Settings window

Use the window below to add an OSPF host route. To remove an entry from the table, click its corresponding  under the Delete
heading.

e e

Show Al OZPF Host Foute Entries

Figure 4- 62. OSPF Host Route Settings — Add window

Specify the host route settings and click the Apply button to add or change the settings. The new settings will appear listed in the
OSPF Host Route Settings window. To view the previous window, click the Show All OSPF Host Route Entries link to return to
the previous window.

The following fields are configured for OSPF host route:

| Parameter Description
Host Address The IP address of the OSPF host.
Metric (1-65535) A value between 1 and 65535 that will be advertised for the route.
Area ID A 32-bit number in the form of an IP address (xxx.xxx.xxx.xxx) that uniquely identifies the
OSPF area in the OSPF domain.
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OSPFv3

The Switch supports Open Shortest Path First (OSPF) version 3, a dynamic routing protocol used in Internet Protocol (IP) version

6 networks.

OSPFv3 Global Settings

This window allows OSPFv3 to be enabled or disabled on the Switch — without changing the Switch’s OSPFv3 configuration. To
enable OSPFv3, first supply an OSPFv3 Router ID (see below), select Enabled from the State drop-down menu and click the

Apply button.

To view the following window, click L3 Features > OSPF > OSPFv3 > OSPFv3 Global Settings, as shown below:

State

OSPFv3 Global Settings
OSFFv3 Router ID 10.90.590.90
Current Router ID 10.90.20.90 {Auto selected)

Disabled «

Figure 4- 63. OSPFv3 Global Settings window

The following parameters are used for general OSPF configuration:

Parameter

Description

OSPFv3 Router ID

User may enter a 32-bit number in the form of an IPv4 address that uniquely identifies the
router in the OSPFv3 domain. The setting 0.0.0.0 means auto-selected. The Switch will
select the maximum interface’s IPv4 address to be the router ID. The default value of
OSPFv3 router ID is 0.0.0.0 (auto-selected).

Current Router ID

Displays the OSPFv3 Router ID currently in use by the Switch. This router ID is displayed as
a convenience to the user when changing the Switch’s OSPFv3 Router ID.

State

Allows OSPFv3 to be enabled or disabled globally on the Switch without changing the
OSPFv3 configuration.

OSPFv3 Area Settings

This window allows the configuration of OSPFv3 Area IDs and to designate these areas as Normal or Stub. Normal OSPFv3 areas
allow Link-State Database (LSDB) advertisements of routes to networks that are external to the area. Stub areas do not allow the
LSDB advertisement of external routes. Stub areas use a default summary external route (0.0.0.0 or Area 0) to reach external

destinations.

To view the following window, click L3 Features > OSPF > OSPFv3 > OSPFv3 Area Settings, as shown below:
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Total Entries: 1

OSPFv3 Area Table

AreaID  [Type [StubImport Summary LSA [Stub Default Cost [Modify [Delete |
None

0.0.0.0 Normal None _Modify | X

Figure 4- 64. OSPFv3 Area Table window
To search for an entry by Area 1D, click the Find button.
To display all Area entries, click the View All button.
To remove an entry from the table, click its corresponding % under the Delete heading.

To add an OSPFv3 Area to the table, type a unique Area ID (see below) select the Type from the drop-down menu. For a Stub
type, choose Enabled or Disabled from the Stub Summary drop-down menu and determine the Metric. Click the Add button to
add the area ID set to the table.

To remove an Area ID configuration set, simply click #! in the Delete column for the configuration.

To change an existing set in the list, type the Area ID of the set you want to change, make the changes and click the Modify
button. The modified OSPFv3 area type will appear in the table.

See the parameter descriptions below for information on the OSPFv3 Area Tables window. To remove an entry from the table,
click its corresponding *I under the Delete heading.

The Area ID settings are as follows:

Parameter Description

Area ID A 32-bit number in the form of an IP address (xxx.xxx.xxx.xxx) that uniquely identifies the
OSPFv3 area in the OSPFv3 domain.

Type This field can be toggled between Normal and Stub using the pull-down menu. When it is
toggled to Stub, the additional field Stub Summary will then be capable of being configured.

Stub Import Displays whether or not the selected OSPFv3 Area will allow Summary Link-State
Summary LSA Advertisements (Summary LSAs) to be imported into the area from other areas.

Stub Default Cost Displays the default OSPFv3 cost for the route to the stub of between 0 and 65,535. The
default is 1.

Clicking the Add button will reveal the following window to configure:

OSPFv3 Area Settings - Add
Area ID

Mormal

Stub Summary

Metric (0-65535)

Show Al OSPFvE Area Entries

Figure 4- 65. OSPFv3 Area Settings - Add window
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Clicking the Modify button on the OSPFv3 Area Table window will reveal the following window to configure:

et [
Import Summary for Stub ~ EEEEES
Default Cost for Stub SRS

SPF Algorithm Runs for Area 0.0.0.0: 1 time
Number of LSA in This Area 2

Checksom Sum Ox1E2AS
Nuomber of ABR in This Area 0

Number of ASBR. in This Area 0

Show All OSPEv3 Area Entries

Figure 4- 66. OSPFv3 Area Settings - Edit window

The OSPFv3 Area configurable settings are as follows:

Parameter Description

Area D A 32-bit number in the form of an IP address (xxx.xxx.xxx.xxx) that uniquely identifies the
OSPFv3 area in the OSPFv3 domain.

Type This field can be toggled between Normal and Stub using the pull-down menu. When it is

toggled to Stub, the additional field Stub Summary will then be capable of being configured.

Stub Summary

Displays whether or not the selected OSPFv3 Area will allow Summary Link-State
Advertisements (Summary LSAs) to be imported into the area from other areas.

Metric (0-65535)

Displays the default OSPFv3 cost for the route to the stub of between 0 and 65,535. The
defaultis 1.

Click Apply to implement changes made.
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OSPFv3 Interface Settings

This window is used to set up OSPFv3 interfaces. To change settings for an existing IP interface, click on the hyperlinked name of
the interface to see the configuration window for that interface.

To view the following window, click L3 Features > OSPF > OSPFv3 > OSPFv3 Interface Settings, as shown below:

Interface Name
i All

Total Entries: 0
0OSPFv3 Interface Table

Figure 4- 67. OSPFv3 Interface Table window
To search for an entry by interface name, click the Find button.
To display all OSPFv3 interface entries, click the View All button.

To configure the settings for a specifc entry, click the Modify button, which will give access to the following window:

OSPFv3 Interface Settings - Edit
Interface Name System

Link Local Address FE&0:21CFOFFFEZSD4CO (Link Up)

Network Medium Type BROADCAST

Hello Interval [1—65"\35} sec

Dead Interval (1-6 sec
Instance ID {0-2

Metric (1-65535)

Passive Mode Disabled +

DR State

DR ID 30.1.1.1

Backup DR ID

Transmit Delay 1 sec

Retransmit Time 3 sec

Show All OSPEv3 Interface Entries

Figure 4- 68. OSPFv3 Interface Settings - Edit window

Configure each IP interface individually using the OSPFv3 Interface Settings - Edit window. Click the Apply button when you
have entered the settings. The new configuration appears listed in the OSPFv3 Interface Table window. To return to the
OSPFv3 Interface Table window, click the Show All OSPFv3 Interface Entries link.

OSPFv3 interface settings are described below. Some OSPFv3 interface settings require previously configured OSPFv3 settings.
Read the descriptions below for details.

Parameter Description
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Interface Name

Displays the entry of an IP interface previously configured on the Switch.

Area ID

Allows the entry of an OSPFv3 Area ID configured above.

Priority (0-255)

Allows the entry of a number between 0 and 255 representing the OSPFv3 priority of the
selected interface. If a Router Priority of 0 is selected, the Switch cannot be elected as the
Designated Router for the network.

Hello Interval (1-
65535)

Allows the specification of the interval between the transmissions of OSPFv3 Hello packets,
in seconds. Between 1 and 65535 seconds can be specified. The Hello Interval, Dead
Interval, and Instance should be the same for all routers on the same network.

Dead Interval (1-
65535)

Allows the specification of the length of time between the receipt of Hello packets from a
neighbor router before the selected area declares that router down. An interval between 1
and 65535 seconds can be specified. The Dead Interval must be evenly divisible by the
Hello Interval.

Instance ID (0-255)

The instance ID of the interface. Its default value is 0.

Metric (1-65535)

This field allows the entry of a number between 1 and 65,535 that is representative of the
OSPFv3 cost of reaching the selected OSPFv3 interface. The default metric is 1.

Administrative State

Allows the OSPFv3 interface to be Enabled or Disabled for the selected area without
changing the configuration for that area.

Passive Mode

The user may select Active or Passive for this OSPFv3 interface. Active interfaces actively
advertise OSPFv3 to routers on other Intranets that are not part of this specific OSPFv3
group. Passive interface will not advertise to any other routers than those within its OSPFv3
intranet. When this field is disabled, it denotes an active interface.

DR State DR State is a read-only field describing the Designated Router state of the IP interface. This
field may read DR if the interface is the designated router, or Backup DR if the interface is
the Backup Designated Router. The highest IP address will be the Designated Router and is
determined by the OSPFv3 Hello Protocol of the Switch.

DRID The IP address of the aforementioned Designated Router.

Backup DR ID The IP address of the aforementioned Backup Designated Router.

Transmit Delay

A read-only field that denotes the estimated time to transmit a Link State Update Packet over
this interface, in seconds.

Retransmit Time

A read-only field that denotes the time between LSA retransmissions over this interface, in
seconds.
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OSPFv3 Virtual Interface Settings

This window shows the current OSPFv3 Virtual Interface Settings. There are no virtual interface settings configured by default, so
the first time this table is viewed there will be no interfaces listed. To add a new OSPFv3 virtual interface configuration set to the
table, click the Add button. A new window appears (see below). To change an existing configuration, click on the hyperlinked

Transit Area ID for the set you want to change. The window to modify an existing set is the same as the window used to add a
new one.

To view the following window, click L3 Features > OSPF > OSPFv3 > OSPFv3 Virtual Interface Settings, as shown below:

Add

Area ID
Neighbor ID ' [ Find
e Al

Total Entries: 0
OSPFv3 Virtual Interface Table

Virtual Neighbor Router (Hello Interval [Dead Interval

Figure 4- 69. OSPFv3 Virtual Interface Table window
To search for an entry by Area ID and Neighbor ID, click the Find button.

To display all virtual interface entries, click the View All button.

To remove an entry from the table, click its corresponding #* under the Delete heading.

Clicking the Add button will reveal the following window to configure:

OSPFv3 Virtual Interface Settings - Add

Area ID

WET LT

Hello Interval (1-63335) SEC
Dead Interval (1-65535) SeC
Instance ID (0-255)

chow Al OSFPFv3 Vitual Interface Entries

Figure 4- 70. OSPFv3 Virtual Interface Settings - Add window
To edit an entry in the OSPFv3 Virtual Interface Table window, click the Modify button.



OSPFv3 Virtual Interface Settings - Edit
Neighbor ID 45658

Hello Interval (1- sec

Dead Interval (1- sec

Instance ID (0-2

Virtnal Link Status Lk Down

Show All O5PEv3 Virtnal Interface Entries

Figure 4- 71. OSPFv3 Virtual Interface Settings - Edit window

Configure the following parameters if you are adding or changing an OSPFv3 Virtual Interface:

Parameter Description

Area ID Allows the entry of an OSPFv3 Area ID — previously defined on the Switch — that allows a
remote area to communicate with the backbone (area 0). A Transit Area cannot be a Stub
Area or a Backbone Area.

Neighbor ID The OSPFv3 router ID for the remote router. This is a 32-bit number in the form of an IP

address (xxx.xxx.xxx.xxx) that uniquely identifies the remote area’s Area Border Router.

Hello Interval (1-
65535)

Specify the interval between the transmission of OSPFv3 Hello packets, in seconds. Enter
a value between 1 and 65535 seconds. The Hello Interval, Dead Interval, and Instance
should have identical settings for all routers on the same network.

Dead Interval (1-
65535)

Specify the length of time between (receiving) Hello packets from a neighbor router before
the selected area declares that router down. Again, all routers on the network should use
the same setting.

Instance ID (0-255)

The instance ID of the interface. Its default value is O.

Transmit Delay

The number of seconds required to transmit a link state update over this virtual link. Transit
delay takes into account transmission and propagation delays. This field is fixed at 1
second.

Retransmit Time

The number of seconds between link state advertisement retransmissions for adjacencies
belonging to this virtual link. This field is fixed at 5 seconds.

Virtual Link Status

This displays the state of the current virtual link.

Click Apply to implement changes made.

NOTE: For OSPFv3 to function properly, some settings should be identical on all
participating OSPFv3 devices. These settings include Hello Interval and Dead Interval.
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OSPFv3 Area Aggregation Settings

Area Aggregation allows all of the routing information that may be contained within an area to be aggregated into a summary
LSDB advertisement of just the network address and subnet mask. This allows for a reduction in the volume of LSDB
advertisement traffic as well as a reduction in the memory overhead in the Switch used to maintain routing tables. There are no
aggregation settings configured by default, so there will not be any listed the first accessing the window. To add a new OSPFv3
Area Aggregation setting, click the Add button. A new window (pictured below) appears. To change an existing configuration,
click on the corresponding Modify button for the set you want to change. The window to modify an existing configuration is the
same as the window used to add a new one.

To view the following window, click L3 Features > OSPF > OSPFv3 > OSPFv3 Area Aggregation Settings, as shown below:

Add

Area ID Find
Wi All

Total Entries: 0
OSPFv3 Area Aggregation Table

Area ID Ageregated Network Address LSDE Type

Figure 4- 72. OSPFv3 Area Aggregation Table window

To search for an entry by Area ID, click the Find button.
To display all OSPFv3 area aggregation entries, click the View All button.

To remove an entry from the table, click its corresponding # under the Delete heading.

Clicking the Add button will reveal the following window to configure:

OSPFv3 Area Aggregation Settings - Add
Area ID
IPv6s Address/Prefix Length {e.g: 2233:1/64)

Advertise Disahled «
Apply

show A OEFFvE Arvea Aooresation Entries

Figure 4- 73. OSPFv3 Area Aggregation Settings - Add window
To edit an entry in the OSPFv3 Area Aggregation Table window, click the Modify button.
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IPv6 Address/Prefix Length IAC33::1/64 (e.g-2233:1/64)
T S - -

Show All OSPEv3 Area Aggregation Enfries

Figure 4- 74. OSPFv3 Area Aggregation Settings - Edit window

Specify the OSPFv3 aggregation settings and click the Apply button to add or change the settings. The new settings will appear
listed in the OSPFVv3 Area Aggregation Settings window. To view the table, click the Show All OSPFv3 Aggregation Entries
link to return to the previous window.

Use the following parameters to configure the following settings for OSPFv3 Area Aggregation Settings:

Parameter Description

Area ID Allows the entry the OSPFv3 Area ID for which the routing information will be aggregated.
This Area ID must be previously defined on the Switch.

IPv6 Address/Prefix Specify the IPv6 network address of the aggregation.

Length

Advertise Select Enabled or Disabled to determine whether the selected OSPFv3 Area will advertise
its summary LSDB.

LSDB Type The LSDB type is Summary.

Click Apply to implement changes made.
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DHCP Server

For this release, the Switch now has the capability to act as a DHCP server to devices within its locally attached network. DHCP,
or Dynamic Host Configuration Protocol, allows the Switch to delegate IP addresses, subnet masks, default gateways and other IP
parameters to devices that request this information. This occurs when a DHCP enabled device is booted on or attached to the
locally attached network. This device is known as the DHCP client and when enabled, it will emit query messages on the network
before any IP parameters are set. When the DHCP server receives this request, it returns a response to the client, containing the
previously mentioned IP information that the DHCP client then utilizes and sets on its local configurations.

The user can configure many DHCP related parameters that it will utilize on its locally attached network, to control and limit the
IP settings of clients desiring an automatic IP configuration, such as the lease time of the allotted IP address, the range of IP
addresses that will be allowed in its DHCP pool, the ability to exclude various IP addresses within the pool as not to make
identical entries on its network, or to assign the IP address of an important device (such as a DNS server or the IP address of the
default route) to another device on the network.

Users also have the ability to bind IP addresses within the DHCP pool to specific MAC addresses in order to keep consistent the
IP addresses of devices that may be important to the upkeep of the network that require a static IP address. The Switch supports
1024 DHCP pool entries along with eight pools.

To begin configuring the Switch as a DHCP Server, open the L3 Features folder, then the DHCP Server folder, which will
display five links to aid the user in configuring the DHCP server.

DHCP Server Global Settings

The following window will allow users to globally enable the switch as a DHCP server and set the DHCP Ping Settings to test
connectivity between the DHCP Server and Client.

To view this window, click L3 Features > DHCP Server > DHCP Server Global Settings, as shown below:

DHCP Server Settings
DHCP Server Global State Disabled w

DHCP Ping Settings
Ping Packets (Number 2-10) 2
Ping Timeout (Millisecond S00-2000) g

Figure 4- 75. DHCP Server Settings window

The following parameters may be configured.

Parameter Description

DHCP Server Use the pull-down menu to globally enable or disable the switch as a DHCP server.
Global State

Ping Packets Enter a number between 2 and 10 to denote the number of ping packets that the Switch will send
(Numbers 2- out on the network containing the IP address to be allotted. If the ping request is not returned, the
10) IP address is considered unique to the local network and then allotted to the requesting client. The
default setting is 2 packets.

Ping Timeout The user may set a time between 500 and 2000 milliseconds that the Switch will wait before timing
(Millisecond out a ping packet. The default setting is 500 milliseconds.
500-2000)

Click Apply to implement changes made.
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DHCP Server Exclude Address Settings

The following window will allow the user to set an IP address, or a range of IP addresses that are NOT to be included in the range
of IP addresses that the Switch will allot to clients requesting DHCP service. To set an IP address or range of IP addresses, enter
the Begin Address of the range and then the End Address of the range and click Apply. Set address ranges will appear in the
DHCP Exclude Address Table in the bottom half of the window, as shown below:

To view this window, click L3 features > DHCP Server > DHCP Server Exclude Address Settings, as shown below:

Clear All

Create DHCP Excluded Address

I
1

| Apply

DHCP Exclude Address Table

Index Begin Address End Address Delete

Total Entries: 0
Figure 4- 76. Create DHCP Excluded Address window

DHCP Server Pool Settings

The following windows will allow users to create and then set the parameters for the DHCP Pool of the switch’s DHCP server.
Users must first create the pool by entering a name of up to 12 alphanumeric characters into the Pool Name field and clicking
Apply. Once created, users can modify the settings of a pool by clicking its corresponding Modify button.

To view the following window, click L3 features > DHCP Server > DHCP Server Pool Settings, as shown below:

Clear All

Create DHCP Pool
Pool Name

Apply

DHCP Server Pool Table

3 hdcidifys I \Fiewl

Total Entries: 1

I|L
d

=]

Figure 4- 77. Create DHCP Pool window
To remove an entry from the table, click its corresponding # under the Delete heading.

Clicking the Modify button of a corresponding DHCP Pool will lead to the following window in which users can adjust the
settings for the specific DHCP pool table.
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NetBIOS Name Server

NetBIOS Node Type Broadcast |+

Default Router
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Next Server

Show All DHCP Pool Eniries

0.0.0.0
0.0.0.0
0.0.0.0
0.0.0.0
0.0.0.0
0.0.0.0

0.0.0.0
0.0.0.0
0.0.0.0

Days | 00 ¥ Hours | 00 ~ Minutes [ Infinite

0.0.0.0

Figure 4- 78. Config DHCP Pool window

The following parameters may be configured or viewed.

Parameter Description

Pool Name Denotes the name of the DHCP pool for which you are currently adjusting the parameters.

IP Address Enter the IP address to be assigned to requesting DHCP Clients. This address will not be chosen
but the first three sets of numbers in the IP address will be used for the IP address of requesting
DHCP Clients. (ex. If this entry is given the IP address 10.10.10.2, then assigned addresses to
DHCP Clients will resemble 10.10.10.x, where x is a number between 1 and 255 but does not
include the assigned 10.10.10.2)

Netmask Enter the corresponding Netmask of the IP address assigned above.

Domain Name

Enter the domain name for the DHCP client. This domain name represents a general group of
networks that collectively make up the domain. The Domain Name may be an alphanumeric string
of up to 64 characters.

DNS Server Enter the IP address of a DNS server that is available to the DHCP client. The DNS Server

Address correlates IP addresses to host names when queried. Users may add up to three DNS Server
addresses.

Net BIOS Enter the IP address of a Net BIOS Name Server that will be available to a Microsoft DHCP Client.

Name Server

This Net BIOS Name Server is actually a WINS (Windows Internet Naming Service) Server that
allows Microsoft DHCP clients to correlate host names to IP addresses within a general grouping of
networks. The user may establish up to three Net BIOS Name Servers.

NetBIOS Node
Type

This field will allow users to set the type of node server for the previously configured Net BIOS
Name server. Using the pull-down menu, the user has four node type choices: Broadcast, Peer to
Peer, Mixed, and Hybrid.
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Default Router | Enter the IP address of the default router for a DHCP Client. Users must configure at least one
address here, yet up to three IP addresses can be configured for this field. The IP address of the
default router must be on the same subnet as the DHCP client.

Pool Lease Using this field, the user can specify the lease time for the DHCP client. This time represents the
amount of time that the allotted address is valid on the local network. Users may set the time by
entering the days into the open field and then use the pull-down menus to precisely set the time by
hours and minutes. Users may also use the Infinite check box to set the allotted IP address to
never be timed out of its lease. The default setting is 1 day.

Boot File This field is used to specify the Boot File that will be used as the boot image of the DHCP client.
This image is usually the operating system that the client uses to load its IP parameters.

Next Server This field is used to identify the IP address of the device that has the previously stated boot file.

Click Apply to implement changes made.

To view the set parameters for configured DHCP Pool, click the View button of a configured entry in the DHCP Server Pool
Table in the Create DHCP Pool window, which will produce the following window:

DHCP Server Pool Display

Pooome [

0.0.0.0
DNS Server Address 0.0.00
0.0.0.0
0.0.0.0
NetBIOS Name Server 0.0.00
0.0.0.0
NeBI0S Node Type [N
0.0.0.0
Default Router 0.0.00
0.0.0.0

Next Server 0.000

Show All DHCP Server Pool Entries

Figure 4- 79. DHCP Server Pool Display window
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DHCP Server Dynamic Binding

The following window will allow users to view dynamically bound IP addresses of the DHCP server. These IP addresses are ones
that were allotted to clients on the local network and are now bound to the device stated by its MAC address.

To view this window, click L3 Features > DHCP Server > DHCP Server Dynamic Binding, as shown below:

Clear All I
(Fre ] (oo

DHCP Server Dynamic Binding Table

oot Name TP Adiress—[Harbvare Adies T T

Total Entries: 0

Show All DHCP Server Dynamic Binding Table Entries

Figure 4- 80. DHCP Server Dynamic Binding Table window
The following parameters may be configured or viewed.

Parameter Description

Pool Name To find the dynamically bound entries of a specific pool, enter the Pool Name into the field and click
Find. Dynamically bound entries of this pool will be displayed in the table. To clear the
corresponding Pool Name entries of this table, click Clear. To clear all entries, click Clear All.

Pool Name This field will denote the Pool Name of the displayed dynamically bound DHCP entry.

IP Address This field will display the IP address allotted to this device by the DHCP Server feature of this
Switch.

Hardware This field will display the MAC address of the device that is bound to the corresponding IP address.

Address

Type This field will display the type of node server being used for the previously configured Net BIOS

Name server of this entry.

Status This field will display the Status of the entry, whether it was dynamically bound or manually bound.

Life Time (sec) | This field will display, in seconds, the time remaining on the lease for this IP address.
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DHCP Server Manual Binding

The following windows will allow users to view and set manual DHCP entries. Manual DHCP entries will bind an IP address with
the MAC address of a client within a DHCP pool. These entries are necessary for special devices on the local network that will
always require a static IP address that cannot be changed.

To view this window, click L3 Features > DHCP Server > DHCP Server Manual Binding, as shown below:

Add

Pool Name | Find ] [ Clear |

DHCP Server Manual Binding Table

Pt Name I Adtross o Adirer

Total Entries: 0

show Al DHCOFP Server banual Binding Table Entries

Figure 4- 81. DHCP Server Manual Binding Table window

Users may view statically bound DHCP entries within a DHCP pool by entering the Pool Name and clicking Find. Results will be
displayed in the window above. To remove an entry from the table, click its corresponding * under the Delete heading.

To set a manual DHCP Binding entry, click the Add window, which will produce the following window to configure.

Create DHCP Pool Manual Binding
Pool Name

IP Address 0.0.00
Hardware Address

Ethernet

chow Al WManual Binding Entnies

Figure 4- 82. Create DHCP Pool Manual Binding window
The following parameters may be configured or viewed.

Parameter Description
Pool Name Enter the name of the DHCP pool within which will be created a manual DHCP binding entry.
IP Address Enter the IP address to be statically bound to a device within the local network that will be specified

by entering the Hardware Address in the following field.

Hardware Enter the MAC address of the client to be statically bound to the IP address entered in the previous
Address field.
Type This field is used to specify the type of connection for which this manually bound entry will be set.

Ethernet will denote that the manually bound device is connected directly to the Switch, while the
IEEEB02 denotes that the manually bound device is outside the local network of the Switch.

Click Apply to set the entry.
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DHCPv6 Server

DHCPv6 Server Global Settings

This window is used to configure DHCPV6 server global settings, including specifying the range of IPv6 network addresses for
the DHCPv6 pool. The IPv6 addresses in the range are free to be assigned to the DHCPv6 client. When the DHCPV6 server
receives a request from the client, the server will automatically find an available pool to allocate an IPv6 address. This window
also allows the user to specify the preferred-lifetime and valid-lifetime of IPv6 address within a DHCPv6 pool. The valid lifetime
must be greater than or equal to the preferred lifetime.

The beginning network address and ending network address must observer some rules:

1. The prefix of the beginning network address and ending network address must be consistent. Otherwise, the
switch will display an error message. (e.g.: beginning network address is 2000::1/64, and the ending network
address is 3000::100/64)

2. The beginning IPv6 address must be lower than or equal to the ending IPv6 address.(e.g.: the beginning network
address is 2000::200/64, and the ending network address is 2000::100/64)

3. There must not be an intersection between the IPv6 address ranges of two pools. Otherwise, the Switch will
display an error message. (e.g.: pooll: 2000::1/64 --- 2000::100/64, pool2: 2000::50/64 --- 2000::200/64)

4. The IPv6 network address cannot be either a link-local address or a multicast address. Otherwise, the Switch will
display an error message. (e.g.:: pooll: FE80::1/64 --- FE80::100/64, pool2: FE80::200/64 --- FE80::300/64)

To view this window, click L3 Features > DHCPv6 Server > DHCPvV6 Server Global Settings, as shown below:

DHCPv6 Server Global Settings

Figure 4- 83. DHCPv6 Server Global Settings window

The following parameters may be configured or viewed.

Parameter Description

Global State Use the pull-down menu to globally enable or disable the switch as a DHCPV6 server.

Click Apply to set the entry.

DHCPvV6 Server Pool Settings

This window is used to configure DHCPV6 server pool settings.

To view this window, click L3 Features > DHCPv6 Server > DHCPv6 Server Pool Settings, as shown below:

Add| Clear Al |

Total Entries: 1
DHCPv6 Server Pool Table

Begm Network Address End Networlc Address
Enicks M':'d'fb-“ | XJ

Figure 4- 84. DHCPv6 Server Pool Table window
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The following parameter may be configured:

Parameter Description

Pool Name Enter the pool name.

Click Apply to set the entry. To remove an entry from the table, click its corresponding * under the Delete heading.

Clicking the Add button will reveal the following window to configure:

DHCPv6 Server Pool Settings - Add

Pool Name

Apply

Show DHCPwE Server Pool Table

Figure 4- 85. DHCPv6 Server Pool Settings - Add window

The following parameter may be configured:

Parameter Description

Pool Name Enter a name of up to 12 alphanumeric characters to identify the pool to be created.

Click Apply to set the entry.

Clicking the Modify button on an entry on the DHCPV6 Server Pool Table will reveal the following window to configure:

{e.g. 223521
Valid Lifetime (60-4294967295) 2692000 sec
chow DHCPwE Server Pool Table

Figure 4- 86. DHCPv6 Server Pool Settings - Edit window

The following parameter may be configured:

Parameter Description

Pool Name Enter the pool name for which to set the network address.

Begin Network The beginning IPv6network address of the DHCPv6 pool.




Address

End Network
Address

The ending IPv6 network address of the DHCPV6 pool.

Domain Name

Enter the domain name. The domain name configured here will be used as the default domain
name by the client. By default, the domain name is empty. If domain name is empty, the domain
name information will not be provided to the client.

DNS Server

Enter the DNS server IPv6 address for this pool. Users may specify up to two DNS server
addresses.

Preferred Lifetime
(60-4294967295)

Enter the length of time that a valid address is preferred (i.e., the time until depreciation). When
the preferred lifetime expires, the address becomes depreciated.

Valid Lifetime (60-
4294967295)

Enter the length of time an address remains in the valid state (i.e., the time until invalidation).
When the valid lifetime expires, the address becomes invalid. The valid lifetime must be greater
than or equal to the preferred lifetime.

Click Apply to implement changes made.
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DHCPv6 Server Manual Binding Settings

This window is used to configure DHCPv6 server manual binding settings. An address binding is a mapping between the IPv6
address and DUID (A DHCPv6 Unique Identifier for a DHCPv6 participant) of a client. The IPv6 address specified in the manual
binding entry must be in the range of the DHCPv6 pool. If the user specifies a conflict IPv6 address, an error message will be
returned.

To view this window, click L3 Features > DHCPv6 Server > DHCPv6 Server Manual Binding Settings, as shown below:

(e ) Come

Total Entries: 1

DHCPvE Server Manual Binding Brief Table
Pooi Name ——[[Pv6 Addross
EG Viewl

Figure 4- 87. DHCPv6 Server Manual Binding Brief Table window

The following parameter may be configured:

Parameter Description

Pool Name Enter the pool name.

Clicking the View button will reveal the following window to configure:

DHCPvE Server Manual Binding Settings - Add
Pool Name RG

{e.g: 2233:1)

Client DUID

Total Entries: 0
DHCPvE Server Manual Binding Table

Pool Name IPv6 Address Identifier (DUID) Delete

Show DHCPwE Server Manual Binding Brief Table

Figure 4- 88. DHCPv6 Server Manual Binding Settings - Add window

The following parameter may be configured:

Parameter Description

Pool Name Enter the name of the previously created pool that will contain the manual binding entry.

IPv6 Address Enter the IPv6 address to be statically bound to a device.

Client DUID Enter the DHCPv6 Unique Identifie (DUID) of the device to be statically bound to the IPv6
address entered in the previous field. The DUID string must be '0--9', 'a--f' or ' A--F".

Click Apply to implement changes made. To remove an entry from the table, click its corresponding * under the Delete heading.

242




DHCPv6 Server Dynamic Binding Settings

This window is used to display the DHCPv6 dynamic binding information. Entering the command without the pool name will

display all information regarding DHCPv6 dynamic binding on the switch. This command only displays the dynamic binding
information, not including manual binding information.

To view this window, click L3 Features > DHCPv6 Server > DHCPv6 Server Dynamic Binding Settings, as shown below:

Clear All !

(o ] (e ]
e A |

Total Entries: 1

DHCPvE Server Dynamic Binding Brief Table
PoolName ——[peu
Ei5 ".I"iewl

Figure 4- 89. DHCPv6 Server Dynamic Binding Brief Table window
The following parameter may be configured:

Parameter Description

Pool Name Enter the pool name.

Clicking the View button will reveal the following window to configure:

Total Entries: 0
DHCPvE Server Dynamic Binding Table

Pool Name  [IPv6 Address Tdentifier (DUID) Preferred (sec) |Valid (sec)

show DHCEwE Server Dynatnic Bmding Brief Table

Figure 4- 90. DHCPv6 Server Dynamic Binding Table window
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DHCPvV6 Server Interface Settings

This window is used to enable the DHCPV6 server global state on the Switch.

To view this window, click L3 Features > DHCPv6 Server > DHCPV6 Server Interface Settings, as shown below:

Interface Name Find

Wen Al

Total Entries: 1
DHCPv6 Server Interface Table

Interface Name DHCPvs Server State

System Enabled hodity

Figure 4- 91. DHCPv6 Server Interface Table window

Clicking the Modify button will reveal the following window to configure:

DHCPvE Server Interface Settings - Edit

Interface Name System
DHCPv6 Server State Enahled +

chow DHOPvS Server Interface Table

Figure 4- 92. DHCPv6 Server Interface Settings - Edit window
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DHCPvV6 Server Excluded Address Settings

This window is used to configure the reserved IPv6 addresses on the DHCPv6 server.

To view this window, click L3 Features > DHCPv6 Server > DHCPv6 Server Excluded Address Settings, as shown below:

Pool Name [ Find ][ Delete ]

Wi All

Total Entries: 1
DHCPv6 Server Excluded Address Brief Table

Pool Name Excluded Address
B Yiew

|_||

Figure 4- 93. DHCPv6 Server Excluded Address Brief Table window

Clicking the View button will reveal the following window to configure:

DHCPv6E Server Excluded Address Settings - Add

I

Begin Address (e.g: 2233:1)

End Address {e.g: 2233:1)

DHCPv6 Server Excluded Address Table

oot Name —[Range [egn Adarss —[ind Adres

chow DHCPwE Server Excluded Address Bref Table

Figure 4- 94. DHCPv6 Server Excluded Address Settings - Add window
The following parameter may be configured:

Parameter Description

Pool Name Enter the name of the DHCPv6 pool for which to add or delete the excluded address
information.

Begin Address Enter the beginning IPv6 address of the range of IPv6 addresses to be excluded from the
DHCPV6 pool.

End Address Enter the ending IPv6 address of the range of IPv6 addresses to be excluded from the DHCPv6
pool.

Click Apply to implement changes made. To remove an entry from the table, click its corresponding % under the Delete heading.
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Filter DHCP Server

The Dynamic Host Configuration Protocol (DHCP) automates the assignment of IP addresses, subnet masks, default routers, and
other IP parameters. The assignment usually occurs when the DHCP configured machine boots up or regains connectivity to the
network. The DHCP client sends out a query requesting a response from a DHCP server on the locally attached network. The
DHCP server then replies to the client with its assigned IP address, subnet mask, DNS server and default gateway information.

This function allows DHCP server packets except those that have been IP/client MAC bound to be filtered. The Filter DHCP
Server is used to configure the state of the function for filtering of DHCP server packets and to add or delete the DHCP
server/client binding entry. This command has two purposes firstly to filter all DHCP server packets on the specified port(s) and
secondly to allow some DHCP server packets to be forwarded if they are on the pre-defined server IP addresssMAC address
binding list. Thus the DHCP server can be restricted to service a specified DHCP client. This is useful when there are two or
more DHCP servers present on a network.

Filter DHCP Server Global Settings

This window is used to enable the settings for the Filter DHCP Server Global Settings on the Switch.
To view this table, click L3 Features > Filter DHCP Server > Filter DHCP Server Global Settings, as shown below:

DHCP Server Filter Global Settings
Disabled +

Ilegal Server Log Suppress Duration b ¥ | tnit

Apply

Figure 4- 95. DHCP Server Filter Global Settings window
The following parameters may be configured.

Parameter Description

Trap/Log To enable or disable the function for filtering DHCP server packets.

lllegal Server The DHCP server filtering function filters any illegal DHCP server packets. The DHCP server which
Log Suppress | sends the illegal packets will be logged. This command is used to suppress the logging of DHCP
Duration servers that continue to send illegal DHCP packets. The same illegal DHCP server IP address that
is detected will be logged only once regardless of how many illegal packets are sent. The log can
be suppressed by 1, 5 or 30 minutes. The default value is 5 minutes.

Click Apply to implement the changes.

Filter DHCP Server Port Settings

This window is used to enable the settings for the Filter DHCP Server Port Settings.

To view this window, click L3 Features > Filter DHCP Server > Filter DHCP Server Port Settings, as shown below:

246




Filter DHCP Server Port State Settings

Disakled «
[ Al Ports

Filter DHCP Server Enabled Ports Table
Enabled Ports

Filter DHCP Server Port Settings
Action

Server IP Address

Client MAC Address

[JAL Ports

otal Entries: 0
Filter DHCP ServeriClient Table

Server IP Address Client MAC Address

Port

Figure 4- 96. Filter DHCP Server Port State Settings window

The following parameters may be configured.

Parameter Description
State Enable or disable the Filter DHCP Server Port State Settings.
PortList Enter the ports that will enable filter DHCP server.
Filter DHCP Server Port Settings
Action Select Add or Delete to add or delete a filter DHCP server entry.
Server IP Enter the IP address of the DHCP server that specifies an allotted server ipaddress to the client.
Address
Client MAC Enter the MAC address of the client which allowed the requested IP address from the DHCP
Address server.
PortList Enter the list of ports to use the given filter DHCP server entry or tick the All Ports check box.

Click Apply to implement the changes
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DNS Relay

Computer users usually prefer to use text names for computers for which they may want to open a connection. Computers
themselves, require 32 bit IP addresses. Somewhere, a database of network devices’ text names and their corresponding IP
addresses must be maintained.

The Domain Name System (DNS) is used to map names to IP addresses throughout the Internet and has been adapted for use
within intranets.

For two DNS servers to communicate across different subnets, the DNS Relay of the Switch must be used. The DNS servers are
identified by IP addresses.

Mapping Domain Names to Addresses

Name-to-address translation is performed by a program called a Name server. The client program is called a Name resolver. A
Name resolver may need to contact several Name servers to translate a name to an address.

The Domain Name System (DNS) servers are organized in a somewhat hierarchical fashion. A single server often holds names for
a single network, which is connected to a root DNS server - usually maintained by an ISP.

Domain Name Resolution

The domain name system can be used by contacting the name servers one at a time, or by asking the domain name system to do
the complete name translation. The client makes a query containing the name, the type of answer required, and a code specifying
whether the domain name system should do the entire name translation, or simply return the address of the next DNS server if the
server receiving the query cannot resolve the name.

When a DNS server receives a query, it checks to see if the name is in its sub domain. If it is, the server translates the name and
appends the answer to the query, and sends it back to the client. If the DNS server cannot translate the name, it determines what
type of name resolution the client requested. A complete translation is called recursive resolution and requires the server to contact
other DNS servers until the name is resolved. Iterative resolution specifies that if the DNS server cannot supply an answer, it
returns the address of the next DNS server the client should contact.

Each client must be able to contact at least one DNS server, and each DNS server must be able to contact at least one root server.

The address of the machine that supplies domain name service is often supplied by a DHCP or BOOTP server, or can be entered
manually and configured into the operating system at startup.

DNS Relay Global Settings

This window is used to configure the DNS function on the Switch.
To view the DNS Relay Global Settings, click L3 Features > DNS Relay > DNS Relay Global Settings, as shown below:

DNS Relay Global Settings
DNS State Disabled v
Primary Name Server 0.0.0.0

Secondary Name Server 0.0.0.0
DNSR Cache State Cisakled +
DINSR Static Table State Disabled

Figure 4- 97. DNS Relay Global Settings window

The following fields can be set:

Parameter Description

DNS State This field can be toggled between Disabled and Enabled using the pull-down menu, and is
used to enable or disable the DNS Relay service on the Switch.

Primary Name Server | Allows the entry of the IP address of a primary domain name server (DNS).

248




Secondary Name
Server

Allows the entry of the IP address of a secondary domain name server (DNS).

DNSR Cache Status

This can be toggled between Disabled and Enabled. This determines if a DNS cache will be
enabled on the Switch.

DNSR Static Table
State

This field can be toggled using the pull-down menu between Disabled and Enabled. This
determines if the static DNS table will be used or not.

Click Apply to implement changes made.

DNS Relay Static Settings

This window is used to set the DNS Relay Static Settings on the Switch.

To view this window, click L3 Features > DNS Relay > DNS Relay Static Settings, as shown below:

DNS Relay Static Settings

bomanName —_WAdires

Domain Name

Total Entries: 0
DNS Relay Static Table

Domain Name

bomainName [ A

0.0.0.0

Figure 4- 98. DNS Relay Static Settings window

To add an entry into the DNS Relay Static Table, simply enter a Domain Name with its corresponding IP address and click Add
under the Apply heading. A successful entry will be presented in the table below, as shown in the example above. To erase an
entry from the table, click its corresponding #* under the Delete heading.
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DNS Resolver

The DNS Resolver provides a solution to translate the domain name to an IP address for application on the switch itself.

DNS Resolver Global Settings

This window is used to configure the DNS resolver state and name server timeout.

To view this window, click L3 Features > DNS Resolver > DNS Resolver Global Settings, as shown below:

DNS Resolver Global Settings
DNS Resolver State Disahled

Name Server Timeout (1-60) [ SEC

Figure 4- 99. DNS Resolver Global Settings window

The following fields can be set:

Parameter Description

DNS Resolver State Use the pull-down menu to enable or disable the DNS resolver on the Switch. The default is
Disabled.

Name Server Enter the maximum time waiting for a response from a specified name server. The range is 1

Timeout (1-60) to 60 seconds. The default value is 3.

Click Apply to implement changes made.

DNS Resolver Static Name Server Settings

When adding a name server, if one primary name server exists in the static name server table and a new primary name server is
added, the existing primary name server will be changed to a normal name server. If the added primary name server’s IP address
is the same as an existing normal name server’s IP address, the existing normal name server will be changed to a primary name
server, but won’t add new name server. When no primary name server is specified, the first configured name server will
automatically change to become the primary name server. If the deleted name server’s IP address is the same as one of the existing
name servers’ IP addresses, regardless of whether a normal name server or primary hame server, the name server will be deleted.

To view this read-only window, click L3 Features > DNS Resolver > DNS Resolver Static Name Server Settings, as shown
below:

Al

DNS Resolver Static Mame Server Table

Server IP Adirer

Figure 4- 100. DNS Resolver Static Name Server Table window

To remove an entry from the table, click its corresponding #* under the Delete heading.

Clicking the Add button will reveal the following window to configure:
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DNS Resolver Static Name Server Settings

show Al DI S Eesolver Static Mame Zerver

Figure 4- 101. DNS Resolver Static Name Server Settings window

The following fields can be set:

Parameter Description
Primary Tick the check box to indicate the name server is a primary name server.
IP Address Enter the DNS resolver name server IP address.

Click Apply to implement changes made.

DNS Resolver Dynamic Name Server Table

This read-only window is used to display the DNS resolver dynamic name server table.

To view this window, click L3 Features > DNS Resolver > DNS Resolver Dynamic Server Settings, as shown below:

DMNS Resolver Dynamic Name Server Table

Figure 4- 102. DNS Resolver Dynamic Server Table window

DNS Resolver Static Host Name Settings

This window is used to create or delete a static host name entry of the Switch. If the created host name entry exists in the dynamic
host name table, the existing dynamic host name entry will be deleted, and the created host name entry is then added into the static
host name table and a log for a duplicate is recorded.

To view this window, click L3 Features > DNS Resolver > DNS Resolver Static Host Name Settings, as shown below:

Add

Total Entries: 0

DMNS Resolver Static Host Name Table

N -y v

Figure 4- 103. DNS Resolver Static Host Name Table window

Clicking the Add button will reveal the following window to configure:
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DNS Resolver Static Host Name Settings

Host Name
IP Address

show Al DS Eesolver Static Host Mame

Figure 4- 104. DNS Resolver Static Host Name Settings window
The following fields can be set:

Parameter Description
Host Name Enter the host’s host name.
IP Address Enter the host’s IP address.

Click Apply to implement changes made.

DNS Resolver Dynamic Host Name Table

This window is used to display or delete entries on the DNS Resolver Dynamic Host Name Table.

To view this window, click L3 Features > DNS Resolver > DNS Resolver Dynamic Host Name Table, as shown below:

Total Entries: 0
DNS Resolver Dynamic Host Name Table

N Yo

Figure 4- 105. DNS Resolver Dynamic Host Name Table window

VRRP

VRRP or Virtual Routing Redundancy Protocol is a function on the Switch that dynamically assigns responsibility for a virtual
router to one of the VRRP routers on a LAN. The VRRP router that controls the IP address associated with a virtual router is
called the Master, and will forward packets sent to this IP address. This will allow any Virtual Router IP address on the LAN to be
used as the default first hop router by end hosts. Utilizing VRRP, the administrator can achieve a higher available default path cost
without needing to configure every end host for dynamic routing or routing discovery protocols.

Statically configured default routes on the LAN are prone to a single point of failure. VRRP is designed to eliminate these failures
by setting an election protocol that will assign a responsibility for a virtual router to one of the VRRP routers on the LAN. When a
virtual router fails, the election protocol will select a virtual router with the highest priority to be the Master router on the LAN.
This retains the link and the connection is kept alive, regardless of the point of failure.

To configure VRRP for virtual routers on the Switch, an IP interface must be present on the system and it must be a part of a
VLAN. VRRP IP interfaces may be assigned to every VLAN, and therefore IP interface, on the Switch. VRRP routers within the
same VRRP group must be consistent in configuration settings for this protocol to function optimally.

VRRP Global Settings

This window is used to enable VRRP globally on the Switch.
To view this window, click L3 Features > VRRP > VRRP Global Settings, as shown below:
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VRRP Global Settings

Disahled

Non-owner response Ping Disahled

Figure 4- 106. VRRP Global Settings window

The following fields can be set:

Parameter

Description

VRRP State

Use the pull-down menu to enable or disable VRRP globally on the Switch. The default is
Disabled.

Non-owner response
Ping

Enabling this parameter will allow the virtual IP address to be pinged from other host end
nodes to verify connectivity. This will only enable the ping connectivity check function. This
command is Disabled by default.

Click Apply to implement changes made.

VRRP Virtual Router Settings

The following window will allow the user to view the parameters for the VRRP function on the Switch.

To view this window, click L3 Features > VRRP > VRRP Virtual Router Settings, as shown below:

Add

VRRP Virtual Router Settings

VRID / Interface Name|Virtual TP Address Master TP Address Virtual Router State M

Figure 4- 107. VRRP Virtual Router Settings window

The following fields are displayed in the window above:

Parameter

Description

VRID / Interface
Name

VRID - Displays the virtual router ID set by the user. This will uniquely identify the VRRP
Interface on the network.

Interface Name - An IP interface name that has been enabled for VRRP. This entry must
have been previously set in the IP Interfaces table.

Virtual IP Address

The IP address of the Virtual router configured on the Switch.

Master IP Address

Displays the IP address of the Master router for the VRRP function.

Virtual Router State

Displays the current state of the Virtual Router on the Switch. Possible states include
Initialize, Master, and Backup.

State Displays the VRRP state of the corresponding VRRP entry.
Display Click the 84 button to display the settings for this particular VRRP entry.
Delete Click the % to delete this VRRP entry.

Click the Add button to display the following window to configure a VRRP interface.
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VRRP Virtual Router Settings - Add
Interface Name

—
-
[ ]
Lh
Lh
ot

33 1

0.0.0.0

Enabled =
3 100

Advertisment Interval (1-255)

True »

Critical IP Address 0.0.00
Checking Critical IP Disahled

P e T2 H
g AR
Ble L] |B
THERE
AR

show Al VEEF Vitual Eouter Entries

Figure 4- 108. VRRP Virtual Router Settings — Add window
Or, the user may click the hyperlinked Interface Name to view the same window:

The following parameters may be set to configure an existing or new VRRP interface.

Parameter

Description

Interface Name

Enter the name of a previously configured IP interface for which to create a VRRP entry.
This IP interface must be assigned to a VLAN on the Switch.

VRID (1-255) Enter a value between 1 and 255 to uniquely identify this VRRP group on the Switch. All
routers participating in this group must be assigned the same VRID value. This value MUST
be different from other VRRP groups set on the Switch.

IP Address Enter the IP address that will be assigned to the VRRP router. This IP address is also the
default gateway that will be statically assigned to end hosts and must be set for all routers
that participate in this group.

State Used to enable and disable the VRRP IP interface on the Switch.

Priority (1-254)

Enter a value between 1 and 254 to indicate the router priority. The VRRP Priority value may
determine if a higher priority VRRP router overrides a lower priority VRRP router. A higher
priority will increase the probability that this router will become the Master router of the
group. A lower priority will increase the probability that this router will become the backup
router. VRRP routers that are assigned the same priority value will elect the highest physical
IP address as the Master router. The default value is 100. (The value of 255 is reserved for
the router that owns the IP address associated with the virtual router and is therefore set
automatically.)

Advertisement
Interval (1-255)

Enter a time interval value, in seconds, for sending VRRP message packets. This value
must be consistent with all participating routers. The default is 1 second.

Preempt Mode

This entry will determine the behavior of backup routers within the VRRP group by
controlling whether a higher priority backup router will preempt a lower priority Master router.
A True entry, along with having the backup router’s priority set higher than the masters
priority, will set the backup router as the Master router. A False entry will disable the backup
router from becoming the Master router. This setting must be consistent with all routers
participating within the same VRRP group. The default setting is True.

Critical IP Address

Enter the IP address of the physical device that will provide the most direct route to the
Internet or other critical network connections from this virtual router. This must be a real IP
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address of a real device on the network. If the connection from the virtual router to this IP
address fails, the virtual router will automatically disabled. A new Master will be elected from
the backup routers participating in the VRRP group. Different critical IP addresses may be
assigned to different routers participating in the VRRP group, and can therefore define
multiple routes to the Internet or other critical network connections.

Checking Critical IP

Use the pull-down menu to enable or disable the Critical IP address entered above.

Click Apply to implement changes made.

To view the settings for a particular VRRP setting, click the corresponding ﬂ in the VRRP Interface Table of the entry, which

will display the following:

VRRP Virtual Router Settings - Display |

Interface Name Triten

Virtual Router State Trutialize

Master TP Address 11.1.1.1

Critical TP Address
Checking Critical TP

Advertisement Interval

Preempt Mode

Virtual Router Up Time

chow Al VEEF Virtual Fouter Entnies

Mo Authentication

00:00:5e:00:01:01

Figure 4- 109. VRRP Virtual Router Settings - Display window

This window displays the following information:

Parameter

Description

Interface Name

An IP interface name that has been enabled for VRRP. This entry must have been
previously set in the IP Interface Settings table.

Authentication type

Displays the type of authentication used to compare VRRP packets received by a virtual
router. Possible authentication types include:

No authentication - No authentication has been selected to compare VRRP packets
received by a virtual router.

Simple Text Password - A Simple password has been selected to compare VRRP
packets received by a virtual router, for authentication.

IP Authentication Header - An MD5 message digest algorithm has been selected to
compare VRRP packets received by a virtual router, for authentication.

VRID

Displays the virtual router ID set by the user. This will uniquely identify the VRRP Interface
on the network.

Virtual IP Address

The IP address of the Virtual router configured on the Switch.
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Virtual MAC Address

The MAC address of the device that holds the Virtual router.

Virtual Router State

Displays the current status of the virtual router. Possible states include Initialize, Master and
Backup.

State

Displays the current state of the router.

Priority

Displays the priority of the virtual router. A higher priority will increase the probability that this
router will become the Master router of the group. A lower priority will increase the
probability that this router will become the backup router. The lower the number, the higher
the priority.

Master IP Address

Displays the IP address of the Master router for the VRRP function.

Critical IP Address

Displays the critical IP address of the VRRP function. This address will judge if a virtual
router is qualified to be a master router.

Checking Critical IP

Displays the status of the Critical IP address. May be enabled or disabled.

Advertisement
Interval

Displays the time interval, in seconds, which VRRP messages are sent out to the network.

Preempt Mode

Displays the mode for determining the behavior of backup routers set on this VRRP
interface. True will denote that this will be the backup router, if the routers priority is set
higher than the master router. False will disable the backup router from becoming the
master router.

Virtual Router Up
Time

Displays the time, in minutes, since the virtual router has been initialized

To edit the settings for a particular VRRP setting, click L3 Features > VRRP > VRRP Virtual Router Settings, which will
display the following window:

| }
o
o

VRRP Virtual Router Sefttings
VRID / Interface Name|Virtual IP Address

1/ System

Master TP Address
10024 22,200

Virtual Router State

10.24 22 200 Ifaster Enabled Yiew)

Figure 4- 110. VRRP Virtual Router Settings window

Click the hyperlink VRID / Interface Name that you want to edit to display the following window:

VRRP Virtual Router Settings - Edit
Interface Name

VRID (1-255) 1
TP Address
State

Priority (1-254)
Advertisment Interval (1-255) 1

Preempt Mode
Critical TP Address
Checking Critical IP

Show All VEEP Virtual Router Entries

Swstern

10.24.22.200
Enabled |+

Trug |»
n.0.0.0
Disakbled [+

Figure 4- 111. VRRP Virtual Router Settings - Edit window
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This window displays the following information:

Parameter

Description

Interface Name

The name of a previously configured IP interface used to create a VRRP entry is displayed.
This IP interface must have been assigned to a VLAN on the Switch.

VRID (1-255) The value displayed between 1 and 255 to uniquely identify this VRRP group on the Switch.
All routers participating in this group must have been assigned the same VRID value. This
value MUST be different from other VRRP groups set on the Switch.

IP Address Enter the IP address that will be assigned to the VRRP router. This IP address is also the
default gateway that will be statically assigned to end hosts and must be set for all routers
that participate in this group.

State Used to enable and disable the VRRP IP interface on the Switch.

Priority (1-254)

Enter a value between 1 and 254 to indicate the router priority. The VRRP Priority value may
determine if a higher priority VRRP router overrides a lower priority VRRP router. A higher
priority will increase the probability that this router will become the Master router of the
group. A lower priority will increase the probability that this router will become the backup
router. VRRP routers that are assigned the same priority value will elect the highest physical
IP address as the Master router. The default value is 100. (The value of 255 is reserved for
the router that owns the IP address associated with the virtual router and is therefore set
automatically.)

Advertisement
Interval (1-255)

Enter a time interval value, in seconds, for sending VRRP message packets. This value
must be consistent with all participating routers. The default is 1 second.

Preempt Mode

This entry will determine the behavior of backup routers within the VRRP group by
controlling whether a higher priority backup router will preempt a lower priority Master router.
A True entry, along with having the backup router’s priority set higher than the masters
priority, will set the backup router as the Master router. A False entry will disable the backup
router from becoming the Master router. This setting must be consistent with all routers
participating within the same VRRP group. The default setting is True.

Critical IP Address

Enter the IP address of the physical device that will provide the most direct route to the
Internet or other critical network connections from this virtual router. This must be a real IP
address of a real device on the network. If the connection from the virtual router to this IP
address fails, the virtual router will automatically disabled. A new Master will be elected from
the backup routers participating in the VRRP group. Different critical IP addresses may be
assigned to different routers participating in the VRRP group, and can therefore define
multiple routes to the Internet or other critical network connections.

Checking Critical IP

Use the pull-down menu to enable or disable the Critical IP address entered above.

Click Apply to implement changes made.
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VRRP Authentication Settings

This window is used to set the authentication for each Interface configured for VRRP. This authentication is used to identify
incoming message packets received by a router. If the authentication is not consistent with incoming packets, they will be
discarded. The Authentication Type must be consistent with all routers participating within the VRRP group.

To view the following window, click L3 Features > VRRP > VRRP Authentication Settings, as shown below:

System

VRRP Authentication Settings

Interface Name

Mo Authentication

Figure 4- 112. VRRP Authentication Settings window

To configure the authentication for a pre-created interface, click its hyperlinked name, revealing the following window to

configure:

VRRP Authentication Settings - Edit
Interface Name

Authentication Type
Authentication Data

chow Al VEERTF Interface Entries

Figure 4- 113. VRRP Authentication Settings — Edit window

The following parameters may be viewed or configured:

Parameter

Description

Interface Name

The name of a previously created IP interface for which to configure the VRRP
authentication.

Authentication Type

Specifies the type of authentication used. The Authentication Type must be consistent with
all routers participating within the VRRP group. The choices are:

None - Selecting this parameter indicates that VRRP protocol exchanges will not be
authenticated.

Simple - Selecting this parameter will require the user to set a simple password in
the Auth. Data field for comparing VRRP message packets received by a router.
If the two passwords are not exactly the same, the packet will be dropped.

IP - Selecting this parameter will require the user to set a MD5 message digest for
authentication in comparing VRRP messages received by the router. If the two
values are inconsistent, the packet will be dropped.

Authentication Data

This field is only valid if the user selects Simple or IP in the Authentication Type drop-down
menu.

Simple will require the user to enter an alphanumeric string of no more than eight
characters to identify VRRP packets received by a router.

IP will require the user to enter a MD5 message digest for authentication in
comparing VRRP messages received by the router.

This entry must be consistent with all routers participating in the same IP interface.

Click Apply to implement changes made.
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IP Multicast Routing Protocol

The functions supporting IP multicasting are found in L3 Features > IP Multicast Routing Protocol. IGMP, DVMRP, and PIM-
DM/SM/SM-DM can be enabled or disabled on the Switch without changing the individual protocol’s configuration by using the
DGS-3600 Web Management Tool.

IGMP

Computers and network devices that want to receive multicast transmissions need to inform nearby routers that they will become
members of a multicast group. The Internet Group Management Protocol (IGMP) is used to communicate this information. IGMP
is also used to periodically check the multicast group for members that are no longer active.

In the case where there is more than one multicast router on a subnetwork, one router is elected as the ‘querier’. This router then
keeps track of the membership of the multicast groups that have active members. The information received from IGMP is then
used to determine if multicast packets should be forwarded to a given subnetwork or not. The router can check, using IGMP, to
see if there is at least one member of a multicast group on a given subnetwork. If there are no members on a subnetwork, packets
will not be forwarded to that subnetwork.

IGMP Versions 1 and 2

Multicast groups allow members to join or leave at any time. IGMP provides the method for members and multicast routers to
communicate when joining or leaving a multicast group.

IGMP version 1 is defined in RFC 1112. It has a fixed packet size and no optional data.
The format of an IGMP packet is shown below:

IGMP Message Format

Octets

‘ Type Response Time Checksum ‘

‘ Group Address (all zeros if this is a query) ‘

Figure 4- 114. IGMP Message Format
The IGMP Type codes are shown below:

Type | Meaning

0x11 Membership Query (if Group Address is 0.0.0.0)
0x11 Specific Group Membership Query (if Group Address is Present)
0x16 Membership Report (version 2)

0x17 Leave a Group (version 2)

0x12 Membership Report (version 1)

Table 4- 1. IGMP Type Codes

IGMP packets enable multicast routers to keep track of the membership of multicast groups, on their respective subnetworks. The
following outlines what is communicated between a multicast router and a multicast group member using IGMP.

A host sends an IGMP “report” to join a group
A host will never send a report when it wants to leave a group (for version 1).
A host will send a “leave” report when it wants to leave a group (for version 2).

Multicast routers send IGMP queries (to the all-hosts group address: 224.0.0.1) periodically to see whether any group members
exist on their subnetworks. If there is no response from a particular group, the router assumes that there are no group members on
the network.

The Time-to-Live (TTL) field of query messages is set to 1 so that the queries will not be forwarded to other subnetworks.

IGMP version 2 introduces some enhancements such as a method to elect a multicast querier for each LAN, an explicit leave
message, and query messages that are specific to a given group.
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The states a computer will go through to join or to leave a multicast group are shown below:

IGMP State Transitions

Non-Member

A

Leave Group Join 6roup
Stop Timer Start Timer

y

Count
Becomes
Zero
Leave
Group

Delaying
Member

Another Host
Responds

Timer
Stop Timer

Expires
Send
Response

Query
Received
Start
Timer

Figure 4- 115. IGMP State Transitions
IGMP Version 3
The current release of the Switch now implements IGMPv3. Improvements of IGMPv3 over version 2 include:

« The introduction of the SSM or Source Specific Multicast. In previous versions of IGMP, the host would receive all packets
sent to the multicast group. Now, a host will receive packets only from a specific source or sources. This is done through the
implementation of include and exclude filters used to accept or deny traffic from these specific sources.

e InIGMP v2, Membership reports could contain only one multicast group whereas in v3, these reports can contain multiple
multicast groups and multiple sources within the multicast group.

« Leaving a multicast group could only be accomplished using a specific leave message in v2. In v3, leaving a multicast
group is done through a Membership report, which includes a block message in the group report packet.

« For version 2, the host could respond to a group query but in version 3, the host is now capable to answer queries specific to
the group and the source.

IGMP v3 is backwards compatible with other versions of IGMP.

The IGMPv3 Type supported codes are shown below:

Type | Meaning

0x11 Membership Query

0x12 Version 1 Membership Report
0x16 Version 2 Membership Report
0x17 Version 2 Leave Group

0x22 IGMPv3 Membership Report
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Timers

As previously mentioned, IGMPv3 incorporates filters to include or exclude sources. These filters are kept updated using timers.
IGMPv3 utilizes two types of timers, one for the group and one for the source. The purpose of the filter mode is to reduce the
reception state of a multicast group so that all members of the multicast group are satisfied. This filter mode is dependant on
membership reports and timers of the multicast group. These filters are used to maintain a list of multicast sources and groups of
multicast receivers that more accurately reflect the actual sources and receiving groups at any one time on the network.

Source timers are used to keep sources present and active within a multicast group on the Switch. These source timers are
refreshed if a group report packet is received by the Switch, which holds information pertaining to the active source group record
part of a report packet. If the filter mode is exclude, traffic is being denied from at least one specific source, yet other hosts may be
accepting traffic from the multicast group. If the group timer expires for the multicast group, the filter mode is changed to include
and other hosts can receive traffic from the source. If no group report packet is received and the filter mode is include, the Switch
presumes that traffic from the source is no longer wanted on the attached network and the source record list is then deleted after all
source timers expire. If there is no source list record in the multicast group, the multicast group will be deleted from the Switch.

Timers are also used for IGMP version 1 and 2 members, which are a part of a multicast group when the Switch is running
IGMPv3. This timer is based on a host within the multicast group that is running IGMPv1 or v2. Receiving a group report from an
IGMPvV1 or v2 host within the multicast group will refresh the timer and keep the v1 and/or v2 membership alive in v3.

’ NOTE: The length of time for all timers utilized in IGMPv3 can be determined using
IGMP configurations to perform the following calculation:

(Query Interval x Robustness Variable) + One Query Response Interval

IGMP Interface Settings

The Internet Group Management Protocol (IGMP) can be configured on the Switch on a per-IP interface basis. Each IP interface
configured on the Switch is displayed in the below IGMP Interface Settings window. To configure IGMP for a particular
interface, click the corresponding hyperlink for that IP interface.

To view this Table, click L3 Features > IP Multicast Routing Protocol > IGMP Interface Settings, as shown below:

Total Entries: 1
IGMP Interface Settings

Interface . |Query Max Response |Robustness Last Member Query
.
125 10

System 10.90 20 %0 3 2 1 Thszabled

Figure 4- 116. IGMP Interface Settings window

IGMP Interface Settings - Edit
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uery Interval (1- 31744) 125 SEC
Max Response Time (1-25) 10 SR
Robusiness Variable (1-255)
Last Member Query Interval (1-25) [
Disabled

2

w Q| =
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a |2
5
[4:)

show AN IGHP Interface Entries

Figure 4- 117. IGMP Interface Settings — Edit window
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This window allows the configuration of IGMP for each IP interface configured on the Switch. IGMP can be configured as
Version 1, 2 or 3 by toggling the Version field using the pull-down menu. The length of time between queries can be varied by
entering a value between 1 and 31,744 seconds in the Query Interval field. The maximum length of time between the receipt of a
query and the sending of an IGMP response report can be varied by entering a value in the Max Response Time field.

The Robustness Variable field allows IGMP to be ‘tuned’ for sub-networks that are expected to lose many packets. A high value
(max. 255) for the robustness variable will help compensate for ‘lossy’ sub-networks. A low value (min. 2) should be used for less

‘lossy’ sub-networks.

The following fields can be set:

Parameter

Description

Interface Name

Displays the name of the IP interface that is to be configured for IGMP. This must be a
previously configured IP interface.

IP Address

Displays the IP address corresponding to the IP interface name above.

Version

Enter the IGMP version (1, 2 or 3) that will be used to interpret IGMP queries on the
interface.

Query Interval (1-
31744)

Allows the entry of a value between 1 and 31744 seconds, with a default of 125 seconds.
This specifies the length of time between sending IGMP queries.

Max Response Time
(1-25)

Sets the maximum amount of time allowed before sending an IGMP response report. A
value between 1 and 25 seconds can be entered, with a default of 10 seconds.

Robustness Variable
(1-255)

A tuning variable to allow for subnetworks that are expected to lose a large number of
packets. A value between 1 and 255 can be entered, with larger values being specified for
subnetworks that are expected to lose larger numbers of packets. The default setting is 2.

Last Member Query
Interval (1-25)

Specifies the maximum amount of time between group-specific query messages, including
those sent in response to leave group messages. A value between 1 and 25. The defaultis 1
second.

State

This field can be toggled between Enabled and Disabled and enables or disables IGMP for
the IP interface. The default is Disabled.

Click Apply to implement changes made.

IGMP Check Subscriber Source Network Settings

This window allows users to configure IGMP check subscriber source network settings. When Check Subscriber Source Network
is enabled on an interface, every IGMP report/leave message received by the interface will be checked to see whether its source IP
is in the same network as the interface. If the check is disabled, an IGMP report/leave message with any source IP can be
processed by IGMP protocol.

To view this Table, click L3 Features > IP Multicast Routing Protocol > IGMP Check Subscriber Source Network Settings,

as shown below:

Total Entries: 1

System

IGMP Check Subscriber Source Metwork Settings

]I’ Address Subnet Mask Check Subscriber Source Network

10.50.90.90

255000 Enabled

Madity |

Figure 4- 118. IGMP Check Subscriber Source Network Settings window
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IGMP Check Subscriber Source Network Settings(Edit)
et Nane [

show Al Checle Subscrniber Source Metworls Entries

Figure 4- 119. IGMP Check Subscriber Source Network Settings (Edit) window

DVMREP Interface Configuration

The Distance Vector Multicast Routing Protocol (DVMRP) is a hop-based method of building multicast delivery trees from
multicast sources to all nodes of a network. Because the delivery trees are ‘pruned’ and ‘shortest path’, DVMREP is relatively
efficient. Because multicast group membership information is forwarded by a distance-vector algorithm, propagation is slow.
DVMRP is optimized for high delay (high latency) relatively low bandwidth networks, and can be considered as a *best-effort’
multicasting protocol.

DVMRP resembles the Routing Information Protocol (RIP), but is extended for multicast delivery. DVMRP builds a routing table
to calculate ‘shortest paths’ back to the source of a multicast message, but defines a ‘route cost’ (similar to the hop count in RIP)
as a relative number that represents the real cost of using this route in the construction of a multicast delivery tree to be *pruned’ -
once the delivery tree has been established.

When a sender initiates a multicast, DVMRP initially assumes that all users on the network will want to receive the multicast
message. When an adjacent router receives the message, it checks its routing table to determine the interface that gives the shortest
path (lowest cost) back to the source. If the multicast was received over the shortest path, then the adjacent router enters the
information into its tables and forwards the message. If the message is not received on the shortest path back to the source, the
message is dropped.

Route cost is a relative number that is used by DVMRP to calculate which branches of a multicast delivery tree should be
‘pruned’. The “cost’ is relative to other costs assigned to other DVMRP routes throughout the network.

The higher the route cost, the lower the probability that the current route will be chosen to be an active branch of the multicast
delivery tree (not ‘pruned’) - if there is an alternative route.

DVMRP Global Settings

This window is used to enable DVMRP globally on the Switch.

To view this window, click L3 Features > IP Multicast Routing Protocol > DVMRP Global Settings, as shown below:

DVMRP Global Settings

Figure 4- 120. DVMRP Global Settings window
Use the pull-down menu, choose Enabled, and click Apply to implement the DVMRP function on the Switch.
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DVMRP Interface Settings

This window allows the Distance-Vector Multicast Routing Protocol (DVMRP) to be configured for each IP interface defined on
the Switch. Each IP interface configured on the Switch is displayed in the below DVMRP Interface Settings window. To
configure DVMRP for a particular interface, click the corresponding hyperlink for that IP interface.

To view this Table, click L3 Features > IP Multicast Routing Protocol > DVMRP Interface Settings, as shown below:

Total Entiies

DVMRP Interface Settings

erface Name [[P Address |Neighbor Timeout State

systetn 10.90.50.50 35

Int

:1

—

1] 1 Dizabled

Figure 4- 121. DVMRP Interface Settings window
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Figure 4- 122. DVMRP Interface Settings - Edit window

The following fields can be set:

Parameter

Description

Interface Name

Displays the name of the IP interface for which DVMRP is to be configured. This must be a
previously defined IP interface.

IP Address

Displays the IP address corresponding to the IP Interface name entered above.

Neighbor Timeout
(1-65535 sec)

This field allows an entry between 1 and 65,535 seconds and defines the time period DVMRP
will hold Neighbor Router reports before issuing poison route messages. The default is 35
seconds.

Probe Interval (1-
65535 sec)

This field allows an entry between 1 and 65,535 seconds and defines the interval between
‘probes’. The default is 10 seconds.

Metric (1-31)

This field allows an entry between 1 and 31 and defines the route cost for the IP interface.
The DVMRP route cost is a relative number that represents the real cost of using this route in
the construction of a multicast delivery tree. It is similar to, but not defined as, the hop count
in RIP. The default cost is 1.

State

This field can be toggled between Enabled and Disabled and enables or disables DVMRP for
the IP interface. The default is Disabled.

Click Apply to implement changes made. Click Show All DVMRP Interface Entries to return to the DVMRP Interface Settings

window.
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PIM

PIM or Protocol Independent Multicast is a method of forwarding traffic to multicast groups over the network using any pre-
existing unicast routing protocol, such as RIP or OSPF, set on routers within a multicast network. The Switch supports three types
of PIM, Dense Mode (PIM-DM), Sparse Mode (PIM-SM), and Sparse-Dense Mode (PIM-DM-SM).

PIM-SM

PIM-SM or Protocol Independent Multicast — Sparse Mode is a method of forwarding multicast traffic over the network only to
multicast routers who actually request this information. Unlike most multicast routing protocols which flood the network with
multicast packets, PIM-SM will forward traffic to routers who are explicitly a part of the multicast group through the use of a
Rendezvous Point (RP). This RP will take all requests from PIM-SM enabled routers, analyze the information and then returns
multicast information it receives from the source, to requesting routers within its configured network. Through this method, a
distribution tree is created, with the RP as the root. This distribution tree holds all PIM-SM enabled routers within which
information collected from these routers are stored by the RP.

Two other types of routers also exist with the PIM-SM configuration. When many routers are a part of a multiple access network,
a Designated Router (DR) will be elected. The DR’s primary function is to send Join/Prune messages to the RP. The router with
the highest priority on the LAN will be selected as the DR. If there is a tie for the highest priority, the router with the higher IP
address will be chosen.

The third type of router created in the PIM-SM configuration is the Boot Strap Router (BSR). The goal of the Boot Strap Router is
to collect and relay RP information to PIM-SM enabled routers on the LAN. Although the RP can be statically set, the BSR
mechanism can also determine the RP. Multiple Candidate BSRs (C-BSR) can be set on the network but only one BSR will be
elected to process RP information. If it is not explicitly apparent which C-BSR is to be the BSR, all C-BSRs will emit Boot Strap
Messages (BSM) out on the PIM-SM enabled network to determine which C-BSR has the higher priority and once determined,
will be elected as the BSR. Once determined, the BSR will collect RP data emanating from candidate RPs on the PIM-SM
network, compile it and then send it out on the land using periodic Boot Strap Messages (BSM). All PIM-SM Routers will get the
RP information from the Boot Strap Mechanism and then store it in their database.

Discovering and Joining the Multicast Group

Although Hello packets discover PIM-SM routers, these routers can only join or be “pruned” from a multicast group through the
use of Join/Prune Messages exchanged between the DR and RP. Join/Prune Messages are packets relayed between routers that
effectively state which interfaces are, or are not to be receiving multicast data. These messages can be configured for their
frequency to be sent out on the network and are only valid to routers if a Hello packet has first been received. A Hello packet will
simply state that the router is present and ready to become a part of the RP’s distribution tree. Once a router has accepted a
member of the IGMP group and it is PIM-SM enabled, the interested router will then send an explicit Join/Prune message to the
RP, which will in turn route multicast data from the source to the interested router, resulting in a unidirectional distribution tree
for the group. Multicast packets are then sent out to all nodes on this tree. Once a prune message has been received for a router
that is a member of the RP’s distribution tree, the router will drop the interface from its distribution tree.

Distribution Trees

Two types of distribution trees can exist within the PIM-SM protocol, a Rendezvous-Point Tree (RPT) and a Shortest Path Tree
(SPT). The RP will send out specific multicast data that it receives from the source to all outgoing interfaces enabled to receive
multicast data. Yet, once a router has determined the location of its source, an SPT can be created, eliminating hops between the
source and the destination, such as the RP. This can be configured by the switch administrator by setting the multicast data rate
threshold. Once the threshold has been passed, the data path will switch to the SPT. Therefore, a closer link can be created
between the source and destination, eliminating hops previously used and shortening the time a multicast packet is sent from the
source to its final destination.

Register and Register Suppression Messages

Multicast sources do not always join the intended receiver group. The first hop router (DR) can send multicast data without being
the member of a group or having a designated source, which essentially means it has no information about how to relay this
information to the RP distribution tree. This problem is alleviated through Register and Register-Stop messages. The first
multicast packet received by the DR is encapsulated and sent on to the RP, which in turn removes the encapsulation and sends the
packet on down the RP distribution tree. When the route has been established, a SPT can be created to directly connect routers to
the source, or the multicast traffic flow can begin, traveling from the DR to the RP. When the latter occurs, the same packet may
be sent twice, one type encapsulated, one not. The RP will detect this flaw and then return a Register Suppression message to the
DR requesting it to discontinue sending encapsulated packets.

Assert Messages

At times on the PIM-SM enabled network, parallel paths are created from source to receiver, meaning some receivers will receive
the same multicast packets twice. To improve this situation, Assert messages are sent from the receiving device to both multicast
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sources to determine which single router will send the receiver the necessary multicast data. The source with the shortest metric
(hop count) will be elected as the primary multicast source. This metric value is included within the Assert message.

PIM-DM

The Protocol Independent Multicast - Dense Mode (PIM-DM) protocol should be used in networks with a low delay (low latency)
and high bandwidth as PIM-DM is optimized to guarantee delivery of multicast packets, not to reduce overhead.

The PIM-DM multicast routing protocol is assumes that all downstream routers want to receive multicast messages and relies
upon explicit prune messages from downstream routers to remove branches from the multicast delivery tree that do not contain
multicast group members.

PIM-DM has no explicit ‘join’ messages. It relies upon periodic flooding of multicast messages to all interfaces and then either
waiting for a timer to expire (the Join/Prune Interval) or for the downstream routers to transmit explicit ‘prune’ messages
indicating that there are no multicast members on their respective branches. PIM-DM then removes these branches (‘prunes’
them) from the multicast delivery tree.

Because a member of a pruned branch of a multicast delivery tree may want to join a multicast delivery group (at some point in
the future), the protocol periodically removes the ‘prune’ information from its database and floods multicast messages to all
interfaces on that branch. The interval for removing ‘prune’ information is the Join/Prune Interval.

PIM-SM-DM

In the PIM-SM, RP is a key point for the first hop of the sender. If the first hop does not have RP information when the sender
sends data out, it will drop the packet and do nothing. Sparse-Dense mode will be useful in this condition. In Sparse-Dense mode,
the packets can be flooded to all the outgoing interfaces and pruning/joining (prune/graft) can be used to control the outgoing
interface list if RP is not found. In other words, the PIM Sparse-Dense mode is treated in either the sparse mode or dense mode of
the operation; it depends on which mode the multicast group operates. When an interface receives multicast traffic, if there is a
known RP for the group, then the current operation mode on the interface is sparse mode, otherwise the current operation mode on
the interface will be dense mode.

PIM Global Settings

This window is used to enable PIM globally on the Switch.

To view this window, click L3 Features > IP Multicast Routing Protocol > PIM > PIM Global Settings, as shown below:

PIM Global Settings

Figure 4- 123. PIM Global Settings window

Use the pull-down menu, choose Enabled, and click Apply to set the PIM function on the Switch.

PIM Parameter Settings
The following window will configure the parameter settings for the PIM distribution tree.

To view this window, click L3 Features > IP Multicast Routing Protocol > PIM > PIM Parameter Settings, as shown below:

PIM Parameter Settings
Last Hop SPT Switchover

Register Probe Time (1-127)

Register Suppression Time (3-255)

Figure 4- 124. PIM Parameter Settings window

The following fields can be viewed or set:

Parameter Description
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Last Hop SPT
Switchover

This field is used by the last hop router to decide whether to receive multicast data from the
shared tree or switch over to the shortest path tree. When the switchover mode is set to
never, the last hope router will always receive multicast data from the shared tree. When the
mode is set to immediately, the last hop router will always receive data from the shortest path
tree.

Register Probe

This command is used to set a time to send a probe message from the DR to the RP before

Time (1-127) the Register Suppression time expires. If a Register Stop message is received by the DR, the
Register Suppression Time will be restarted. If no Register Stop message is received within
the probe time, Register Packets will be resent to the RP. The user may configure a time
between 1 and 127 seconds with a default setting of 5 seconds.

Register This field is to be configured for the first hop router from the source. After this router sends

Suppression Time
(3-255)

out a Register message to the RP, and the RP replies with a Register stop message, it will
wait for the time configured here to send out another register message to the RP. The user
may set a time between 3 and 255 with a default setting of 60 seconds.

Click Apply to implement changes made.

NOTE: The Probe time value must be less than half of the Register
Suppression Time value. If not, the administrator will be presented with an

;"‘:.. ‘ error message after clicking Apply.

PIM Interface Settings

This window is used to configure the settings for the PIM Protocol per IP interface.

To view this window, click L3 Features > IP Multicast Routing Protocol > PIM > PIM Interface Settings, as shown below:

Total Entries: 1

PIM Interface Settings

30 60

System  10.90.90.90 10.30 20,90

odify
DM Disabled 1 todify

Figure 4- 125. PIM Interface Settings window

To configure an IP interface for PIM, click its corresponding Modify button, which will lead you to the following window:

PIM Interface Settings - Edit

Designated Router 10.90.90.90

Hello Interval (1-18724 sec)

Join/Prune Interval (1-18724 sec)
Priority (0-4294967294)

I EE
d A
a |2

:

State Disabled +

ohow Al PTW Interface Entries

System
10.90.90.90

oz
E [

W

Figure 4- 126. PIM Interface Settings — Edit window

The following fields can be set:
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Parameter

Description

Interface Name

This read-only field denotes the IP interface selected to be configured for PIM.

IP Address

This read-only field denotes the IP address of the IP interface selected to be configured for
PIM.

Designated Router

This read-only field denotes the IP address of the Designated Router of the distribution tree to
which this IP address belongs.

Hello Interval (1-
18724 sec)

This field will set the interval time between the sending of Hello Packets from this IP interface
to neighboring routers one hop away. These Hello packets are used to discover other PIM
enabled routers and state their priority as the Designated Router (DR) on the PIM enabled
network. The user may state an interval time between 1 and 18724 seconds with a default
interval time of 30 seconds.

Join/Prune Interval
(1-18724 sec)

This field will set the interval time between the sending of Join/Prune packets stating which
multicast groups are to join the PIM enabled network and which are to be removed or
“pruned” from that group. The user may state an interval time between 1 and 18724 seconds
with a default interval time of 60 seconds.

DR Priority (0- Enter the priority of this IP interface to become the Designated Router for the multiple access

4294967294) network. The user may enter a DR priority between 0 and 4,294,967,294 with a default setting
of 1.

Mode Use the pull-down menu to select the type of PIM protocol to use, Sparse Mode (SM), Dense
Mode (DM), or Sparse-Dense Mode (SM-DM). The default setting is DM.

State Use the pull-down menu to enable or disable PIM for this IP interface. The default is Disabled.

Click Apply to implement changes made.

PIM Candidate BSR Settings

The following windows are used to configure the Candidate Boot Strap Router settings for the switch and the priority of the
selected IP interface to become the Boot Strap Router (BSR) for the PIM enabled network. The Boot Strap Router holds the
information which determines which router on the network is to be elected as the RP for the multicast group and then to gather
and distribute RP information to other PIM-SM enabled routers.

To view this window, click L3 Features > IP Multicast Routing Protocol > PIM > PIM Candidate BSR Settings, as shown

below:

PIM Candidate BSR Settings
Candidate BSR. Hash Mask Len (0-32)
Candidate BSR Bootstrap Period (1-255)

Interface Name :
PIM Candidate BER Table

Interface

mystem
Total Entries:1

1 Adres

10.50.50.20 -1 (Dizabled) odify

Figure 4- 127. PIM Candidate BSR Settings window

The following fields can be set:
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Parameter Description

Candidate BSR Enter a hash mask length, which will be used with the IP address of the candidate RP and the
Hash Mask Len (0- multicast group address, to calculate the hash algorithm used by the router to determine which
32) C-RP on the PIM-SM enabled network will be the RP. The user may select a length between 0

and 32 with a default setting of 30.

Candidate BSR Enter a time period between 1 and 255 to determine the interval the Switch will send out Boot

Bootstrap Period (1- | Strap Messages (BSM) to the PIM enabled network. The default setting is 60 seconds.
255)

Interface Name To find an IP interface on the Switch, enter the interface name into the space provided and

click Search. If found, the Interface Name will appear alone in the PIM Candidate BSR
Settings window below.

To view the CBSR settings for an IP interface and set its BSR priority, click its corresponding Modify button, which will lead you
to the following window.

PIM Candidate BSER Settings - Edit

Interface Name =ystetn

IP Address 10.90.90.90
Priority (-1 or 0-255) 1

shoew A0 PTW Candidate B=E. Entries

Figure 4- 128. PIM Candidate BSR Settings — Edit window
The following fields can be viewed or set:

Parameter Description
Interface Name This read-only field denotes the IP Interface Name to be edited for its C-BSR priority.
IP Address Denotes the IP Address of the IP Interface Name to be edited for its C-BSR priority.

Priority (-1 or 0-255) | Used to state the Priority of this IP Interface to become the BSR. The user may select a

priority between -1 and 0 to 255. An entry of -1 states that the interface will be disabled to be
the BSR.

Click Apply to set the priority for this IP Interface.
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PIM Candidate RP Settings

The following window is used to set the Parameters for this Switch to become a candidate RP.

To view this window, click L3 Features > IP Multicast Routing Protocol > PIM > PIM Candidate RP Settings, as shown
below:

PIM Candidate RP Settings

Candidate RP Hold Time (0-255) 150
Candidate RP Priority (0-255) 192
Candidate RP Wildcard Prefix Count [l

Add

Total Entries:0
PIM Candidate RP Table

Interface Group Mask

Figure 4- 129. PIM Candidate RP Settings window

The following fields can be viewed or set:

Delete

\ Parameter Description

Candidate RP Hold | This field is used to set the time Candidate RP (CRP) advertisements are valid on the PIM-
Time (0-255) SM enabled network. If CRP advertisements are not received by the BSR within this time
frame, the CRP is removed from the list of candidates. The user may set a time between 0
and 255 seconds with a default setting of 150 seconds. An entry of O will send out one
advertisement that states to the BSR that it should be immediately removed from CRP status
on the PIM-SM network.

Candidate RP Enter a priority value to determine which CRP will become the RP for the distribution tree.
Priority (0-255) This priority value will be included in the router's CRP advertisements. A lower value means a
higher priority, yet, if there is a tie for the highest priority, the router having the higher IP
address will become the RP. The user may set a priority between 0 and 255 with a default
setting of 192.

Candidate RP The user may set the Prefix Count value of the wildcard group address here by choosing a
Wildcard Prefix value between 0 and 1 with a default setting of 0.
Count

Click Apply to implement changes made. To remove an entry from the table, click its corresponding % under the Delete heading.

To add a PIM Candidate RP, click the Add button in the previous window, which will display the following window for the user
to configure.

PIM Candidate RP Settings - Add
TP Address

Subnet Mask
Interface

chow AL PTM Candidate EP Entries

Figure 4- 130. PIM Candidate RP Settings — Add window
The following fields can be set:
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Parameter Description

IP Address Enter the IP address of the device to be added as a Candidate RP.
Subnet Mask Enter the corresponding subnet mask of the device to be added as a Candidate RP.
Interface Enter the IP interface where this device is located.

Click Apply to add the device as a Candidate RP.

PIM Static RP Settings

The following window will display the parameters for the switch to become a static RP.

To view this window, click L3 Features > IP Multicast Routing Protocol > PIM > PIM Static RP Settings, as shown below:

PIM Static RP Settings

Group Address HP Address

0.0.0.0 0.0.0.0 0.0.0.0

Ald

Total Entries: 0
PIM Static RP Table

Group Group Mask RP Address Delete

Figure 4- 131. PIM Static RP Settings window
The following fields can be viewed or set:

Parameter Description

Group Address Enter the multicast group address for this Static RP. This address must be a class D address.
Group Mask Enter the mask for the multicast group address stated above.

RP Address Enter the IP address of the rendezvous Point.

Click Apply to implement changes made. To remove an entry from the table, click its corresponding * under the Delete heading.

PIM Register Checksum Settings

This window is used to configure RP addresses. The data part is included when calculating the checksum for a PIM register
message to the RP on the first hop router.

To view this window, click L3 Features > IP Multicast Routing Protocol > PIM > PIM Register Checksum Settings, as

shown below:
PIM Register Checksum Settings
RP Address 0.0.0.0

Total Entries: 0

PIM Register Checksum Include Data

RP Address Delete

Figure 4- 132. PIM Register Checksum Settings window
The following fields can be set:
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Parameter Description

RP Address Enter the IP address of the RP for which the data part will be included when calculating
checksum for registering packets to the RP.

Click Apply to add the RP into the checksum including the data list. To remove an entry from the table, click its corresponding *I
under the Delete heading.

BGP

The Switch supports Border Gateway Protocol (BGP), a layer 3 Unicast routing protocol that maintains a table of IP networks or
“prefixes” which designate network reachability among autonomous systems. BGP makes routing decisions based on path,
network policies, and/or rule sets.

BGP Global Settings

This window is used to configure BGP state, AS number, and global settings.

To view this window, click L3 Features > BGP > BGP Global Settings, as shown below:

BGP State Settings
BGP State Disabled

BGP AS Number Settings
BGP AS Number Action
BGP AS Number (1-65535)
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Figure 4- 133. BGP State Settings window
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To configure BGP state settings on the Switch, complete the following fields:

Parameter

Description

BGP State Settings

BGP State

Use the drop-down menu to enable or disable the Border Gateway Protocol state. By
disabling the BGP protocol, all peers will be disconnected and dynamic routes will be deleted.
All the static configurations however will be reserved. If BGP is enabled again, the previous
configurations can be re-applied.

BGP AS Number Settings

BGP AS Number
Action

Toggle to Add or Delete the BGP AS number. When the BGP protocol starts, it must belong
to a single AS. The user must set the AS number before configuring any of the other
attributes. When the BGP process is deleted, all peer and route information from BGP will be
deleted. Route entries redistributed from BGP must also be canceled.

BGP AS Number (1-
65535)

Enter a BGP AS number between 1 and 65535.

BGP Global Settings

Synchronization

Usually, a BGP speaker does not advertise a route to an external neighbor unless that route
is local or exists in the IGP. By default, synchronization between BGP and the IGP is turned
off to allow the BGP to advertise a network route without waiting for route validation from the
IGP. This feature allows routers and access servers within an Autonomous System to have
the route before BGP makes it available to other autonomous systems.

Enforce First AS

This command is used to enforce the neighbor’'s AS as the first AS in the AS list. When the
setting is Enabled, any updates received from an external neighbor that do not have the
neighbor’s configured Autonomous System (AS) at the beginning of the AS_PATH in the
received update, will be denied and the neighbor will be closed. Enabling this feature adds to
the security of the BGP network by not allowing traffic from unauthorized systems.

Always Compare
MED

Enable or disable the comparison of the Multi Exit Discriminator (MED) for paths from the
neighbors in different Autonomous Systems. By default this setting is Disabled.

Deterministics MED

Enable or disable to enforce the deterministic comparison of the Multi Exit Discriminator
(MED) for paths received from the neighbors within the same Autonomous System. By
default this setting is Disabled.

Bestpath Option

Choose from AS Path Ignore, Compare Router ID, Med Confed, MED Missing As Worst, and
Compare Confed Aspath.

AS Path Ignore — If selected, the BGP process will ignore the AS path in the path selection
process.

Compare Router ID — If selected, the BGP process will include the router ID in the path
selection process. Similar routes are compared and the route with the lowest router ID is
selected.

Med Confed — If selected, the BGP process will compare the MED for the routes that are
received from confederation peers. For routes that have an external AS in the path, the
comparison does not occur.

MED Missing As Worst — If selecteded, the BGP process will assign a value of infinity to
routes that are missing the Multi Exit Discriminator (MED) attribute. If disabled, the BGP
process will assign a value of zero to routes that are missing the Multi Exit Discriminator
(MED) attribute, causing this route to be chosen as the best path.

Compare Confed Aspath - If selected, the BGP process will compare the confederation AS
path length of the routes received. The shorter the confederation AS path length, the better
the route is.
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Bestpath Option
State

Used to enable or disable AS Path Ignore, Compare Router ID, Med Confed, MED Missing
As Worst, and Compare Confed Aspath. The default is Disabled.

Default Local
Preference (0-
4294967295)

Enter a default local preference between 0 and 4294967295. The default value is 100.

Route Identifier

This field is used to set BGP router ID. An ID to identify a BGP router. If it is set to zero the
router ID will be automatically determined. User must specify a unique router ID within the
network.

Hold Time (0-65535)

The valid values are from 0 to 65535. The system will declare a peer as dead if a keepalive
message is received that is more than the hold time. The default value is 180 seconds. If the
holdtime is set to zero, then the holdtime will never expire. If the two routers that build a BGP
connection have a different hold time, then the smaller hold time will be used. If the timer is
specified for specific neighbors, then the neighbor specific timer will take effect. The hold time
needs to be at least three times that of the keepalive timer.

Keep Alive Time (0-
65535)

The valid values are from 0 to 65535. This specifies the interval at which keepalive messages
are sent to its peer. If the keepalive value is set to zero, then the keepalive message will not
be sent out. The default value is 60 seconds. If the two routers that build a BGP connection
have a different keepalive timer, then the smaller keepalive timer will be used. If the timer is
specified for specific neighbors, then the neighbor specific timer will take effect.

Scan Timer (5-60)

Enter the BGP scan timer value from 5 to 60 seconds or tick the Default check box. The
default value is 60 seconds.

Fast External
Fallover

Enable or disable fast external fallover. This configures a Border Gateway Protocol (BGP)
routing process to immediately reset its external BGP peer sessions if the link used to reach
these peers goes down. The default state is Enabled.

Aggregate Next Hop
Check

Enable or disable aggregate next hop check. This is used to configure the BGP aggregated
routes’ next hop check. Only the routes with the same next hop attribute can be aggregated if
the BGP aggregate next hop check is Enabled. The default state is Disabled.

Click Apply to implement changes made.

BGP Aggregate Address Settings

This window is used to create an aggregate entry in the Border Gateway Protocol (BGP) database.

To view this window, click L3 Features > BGP > BGP Aggregate Address Settings, as shown below:

BGP Aggregate Address Settings
IP Address

[ Summary Only
| Find

L] AS Set
| wiewal | Delete All |

| Apply

Total Entries: 0
BGP Aggregate Address Table

[P direre [Seimasic opions

Delete

Figure 4- 134. BGP Aggregate Address Settings window

To configure BGP aggregate address settings on the Switch, complete the following fields:
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Parameter Description

IP Address Enter the IP network address to be aggregated.

Netmask Enter the netmask of the IP network address to be aggregated.

Summary Only Tick this check box to stop more specific routes from being advertised. The default setting is
unticked.

AS Set Tick :hllf c(;jheck box to generate Autonomous System set path information. The default setting
is unticked.

Click Apply to implement changes made. To remove an entry from the table, click its corresponding * under the Delete heading.

BGP Network Settings

This window is used to specify the network advertised by the Border Gateway Protocol (BGP).

To view this window, click L3 Features > BGP > BGP Network Settings, as shown below:

BGP MNetwork Settings

IP Address Netmask Route Map

| Apply || Find || Viewal | Delete Al |

Total Entries: 0
BGP Network Table

P giers [Setmask  [Rouebap ooy e

Figure 4- 135. BGP Network Settings window
To configure BGP network settings on the Switch, complete the following fields:

Parameter Description

IP Address Enter the IP address of the local network that BGP will advertise.

Netmask Enter the netmask of the local network that BGP will advertise.

Route Map Egter thedroute map to be applied to the advertised networks. If not specified, all networks are
advertised.

Click Apply to implement changes made. To remove an entry from the table, click its corresponding * under the Delete heading.
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BGP Dampening Settings

This window is used to configure the Border Gateway Protocol (BGP) process’s dampening settings. The purpose of this feature is
to eliminate the dampening of routes and thus to avoid unstable networks caused by flapping routes.

To view this window, click L3 Features > BGP > BGP Dampening Settings, as shown below:

BGP Dampening Settings
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Figure 4- 136. BGP Dampening Settings window

To configure BGP dampening settings on the Switch, complete the following fields:

Parameter

Description

Dampening State

Select the BGP dampening function’s state, Enabled or Disabled.

Half Life (1-45)

Enter the time (in minutes) after which the penalty of the reachable routes will be down, by
half. The default setting is 15 minutes.

Reuse (1-20000)

Enter a reuse value. If the penalty for a flapping route decreases enough to fall below this
value, the route is unsuppressed. The default setting is 750.

Suppress (1-20000)

Enter a suppress value. A route is suppressed when its penalty exceeds this limit. The default
setting is 2000.

Max Suppress Time
(1-255)

Enter the maximum time (in minutes) a route can be suppressed. The default setting is 60
minutes.

Un Reachability Half
Life (1-45)

Enter the time (in minutes) after which the penalty of the unreachable routes will be down, by
half. The default setting is 15 minutes.

Route Map Action

Toggle between Route Map and Clear Route Map. Route Map sets the dampening running
configuration while Clear Route Map withdraws the route map configuration.

Route Map String

Enter a route map name to be set or withdrawn. The default value is null.

Click Apply to implement changes made.
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BGP Peer Group Settings

This window is used to create or delete a Border Gateway Protocol (BGP) neighbor.

To view this window, click L3 Features > BGP > BGP Peer Group Settings, as shown below:

Action

IP Address

BGP Peer Group Settings

Peer Group Name

Remote AS Number (0-63353

BGP Peer Group Table

Peer Group Name

(Mlaz 16 characters)

| Apply || Find || ViewAl |

Display

Figure 4- 137. BGP Peer Group Settings window

To configure BGP peer group settings on the Switch, complete the following fields:

Parameter

Description

Peer Group Name

Enter the name of the BGP peer group.

Action

Choose among None, Add, or Delete. None is the default.

IP Address

Enter the IP address to be added or deleted.

Remote AS Number
(0-65535)

Enter the number of the autonomous system to which the peer group belongs to. The range
is from O to 65535.

Click Apply to implement changes made.




BGP Neighbor Settings

This window is used to configure a Border Gateway Protocol (BGP) neighbor.

To view this window, click L3 Features > BGP > BGP Neighbor Settings, as shown below:

BGP Neighbor Peer Group Settings
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Figure 4- 138. BGP Neighbor Peer Group Settings window

To configure BGP neighbor peer group settings on the Switch, complete the following fields:

Parameter Description

BGP Neighbor Peer Group Settings

Peer Group Name Enter the name of the BGP peer group.

BGP Neighbor Settings

IP Address Enter the IP address of the BGP speaking neighbor.

Remote AS Number | Enter the number of autonomous systems to which the peer group belongs to. The range is
(1-65535) from 1 to 65535.

Peer Group Name Enter the name of the BGP peer group.
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BGP Neighbor Description Settings

IP Address

Enter the IP address of the BGP speaking neighbor.

Peer Group Name

Enter the name of the BGP peer group.

Action Toggle between Description and Clear Description. Description associates a description with
a neighbor. By default, the description is not specified. Clear Description removes the
neighbor’s description.

String Associate a description with a neighbor. By default, the description is not specified.

BGP Neighbor Session Settings

IP Address Enter the IP address of the BGP speaking neighbor.

Peer Group Name

Enter the name of the BGP peer group.

State If state is changed from Enabled to Disabled, the session with the neighbor peer will be
terminated.
Activity Toggle to enable or disable the state for an individual address family. By default, the setting is
enabled for IPv4 address families.
BGP Neighbor Maximum Prefix Settings
IP Address Enter the IP address of the BGP speaking neighbor.

Peer Group Name

Enter the name of the BGP peer group.

Prefix Max Count (1-
12000)

Enter the maximum number of prefixes allowed from the specified neighbor. The default is
12000.

Prefix Warning
Threshold (1-100)

Enter the percentage the maximum prefix limit on the router starts to generate a warning
message. The range is from 1 to 100. The default is 75.

Prefix Warning Only

Enable or disable prefix warning only. This allows the router to generate a log message when
the maximum prefix limit is exceeded, instead of terminating the peering session.

Click Apply to implement changes made.
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BGP Neighbor General & Timer Settings

This window is used to configure the BGP neighbor’s general and timer settings.

To view this window, click L3 Features > BGP > BGP Neighbor General & Timer Settings, as shown below:
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Figure 4- 139. BGP Neighbor General Settings window

To configure BGP neighbor general settings on the Switch, complete the following fields:

Parameter Description
BGP Neighbor General Settings
IP Address Enter the IP address of the neighbor to be configured.

Peer Group Name

Enter the peer group to be configured.

Send Community

Toggle between Standard and None. This specifies the communities attribute to be sent to
the BGP neighbor. Standard means only standard communities will be sent and None means
no communities will be sent. The default value is None.

Next Hop Self

Enable or disable the next hop self attribute. By default, this setting is Disabled

Soft Reconfiguration
Inbound

Enable or disable the inbound soft reconfiguration function. By default, this setting is
Disabled.

Remove Private AS

If this setting is set to Enabled, the private AS number in the AS path attribute of the BGP
update packets will be dropped. By default, the setting is Disabled.

Allowas In

If this is Enabled, the BGP router’s self AS is allowed in the AS path list. By default, this
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setting is Disabled. If no number is supplied, the default value of three times is used.

Allowas In Value (1-
10)

Enter an Allowas In Value between 1 and 10.

Default Originate
State

Enable or disable the default originate function. By default, this setting is Disabled.

Route Map Name

Enter a Route Map Name of a maximum of 16 characters.

EBGP Multihop (1-
255)

Enter the TTL of the BGP packet sent to the neighbor. For an EBGP neighbor the default
setting is 1. This means only direct connected neighbors are allowed.

Weight (0-65535)

Enter a value for weight. The valid range is from 0 to 65535. If this is not specified, the routes
learned through another BGP peer will have a default weight of 0. Routes sourced by the
local router have a weight of 3768. It cannot be changed.

Update Source Enter an interface to be used by BGP sessions for TCP connection. By default, this
parameter is not set.
BGP Neighbor Timer Settings
IP Address Enter the IP address of the neighbor to be configured.

Peer Group Name

Enter the peer group to be configured.

Advertisement
Interval (0-600)

Enter the interval at which the BGP process sends update messages to its peer. The valid
value is from 0 to 600. If this value is set to zero, the update or withdrawn message will be
sent immediately. The default value for IBGP peers is 5 seconds and for EBGP peers it is 30
seconds. When the default check box is ticked, the neighbor specific advertisement interval
setting will be returned to the default setting.

Keep Alive (0-65535)

Enter the interval at which a keepalive message is sent to its peers. If the two routers, that
build a BGP connection, have different keepalive timers, the smaller keepalive timer will be
unset. The valid value is from 0 to 65535. If the keepalive is set to zero, then the keepalive
message will not be sent out. By default, the timer is not specified. This neighbor specific
setting will follow the global setting.

Hold Time (0-65535)

The system will declare a peer as dead if not receiving a keepalive message until the hold
time. If two routers, that built a BGP connection, have different hold times, the smaller hold
time will be used. The valid value is from 0 to 65535. If the holdtime is zero, then the holdtime
will never expire. It is recommended that the holdtime value is three times that of the
keepalive timer. By default, the timer is not specified. This neighbor specific setting will follow
the global setting.

AS Origination
Interval (1-600)

Enter the minimum interval between the sending AS origination routing updates. The valid
value is from 1 to 600. The default setting is 15 seconds.

Connect Retry
Interval (1-65535)

Enter the minimum interval BGP sends TCP connect requests to the peer after a TCP
connection fail happens. The valid value is from 1 to 65535. The default setting is 120
seconds.

Click Apply to implement changes made.
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BGP Neighbor Map & Filter Settings

This window is used to configure BGP neighbor map and filter settings.

To view this window, click L3 Features > BGP > BGP Neighbor Map & FilterSettings, as shown below:

BGP Neighbor Map Settings

=
o

(%)
C

ry
w

{Ilax: 16 characters)

i
o
o
<

(Ilax: 16 characters)

In »

Delate +

HREERE
SEEEER .
JHEHEHHEH
0o |d | wm|m|® =
K
MHEEE
= ZE.
i

{Ilax: 16 characters)

BGP Neighbor Filter Settings

)
Aot

C | (Ilax: 16 characters)
Cut »

Delete +
{Ilax: 16 characters)
Out »

Delete v

(Ilax: 16 characters)

Capability ORF Prefix List Type Send v

HHREEERE
Bl e @ |8 | 8§
A A
z;a-n—]ZIﬂ':ﬁH'““

2 a 2
JHEHHEE

Figure 4- 140. BGP Neighbor Map & Filter Settings window

To configure BGP neighbor map & filter settings on the Switch, complete the following fields:

Parameter Description

BGP Neighbor Map Settings

IP Address Enter the IP address of the neighbor to be configured.

Peer Group Name Enter the peer group to be configured.

Unsuppress Map Toggle between Add and Delete.

Action

Unsuppress Map Enter the name of a route map used to selectively advertise routes previously suppressed by

Name the aggregate address command.

Route Map Type Toggle between In and Out. In specifies the incoming routes from the neighbor and Out
specifies the outgoing routes sent to the peer.

Route Map Action Toggle between Add and Delete.

Route Map Name Enter the route map to be applied to the incoming or outgoing routes.

BGP Neighbor Filter Settings
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IP Address

Enter the IP address of the neighbor to be configured.

Peer Group Name

Enter the peer group to be configured.

Filter List Type

Toggle between In and Out to apply to either inbound or outbound traffic.

Filter List Action

Toggle between Add and Delete.

Filter List Name

Enter the name of an AS path access list to be applied as a filter. The filtering can be applied
to incoming routes or outgoing routes.

Prefix List Type

Toggle between In and Out to apply to either inbound or outbound traffic.

Prefix List Action

Toggle between Add and Delete.

Prefix List Name

Enter the name of a prefix list to be applied as a filter. The filtering can be applied to incoming
routes or outgoing routes.

Capability ORF
Prefix List Type

Use to configure an outbound route filter prefix list capability. It can be sent with the following
values:

Receive: Enable the ORF prefix list capability in the receiving direction. The local router will
install the prefix filter list notified by the remote router.

Send: Enable the ORF prefix list capability in the sending direction. The local router will notify
the remote router for the ORF prefix list capability.

Both: Enable the ORF prefix list capability in both received and send directions.

None: Disable the ORF prefix list capability in both received and send directions

Click Apply to implement changes made.

BGP Reflector Settings

This window is used to configure the BGP’s neighbor of the route reflector client.

To view this window, click L3 Features > BGP > BGP Reflector Settings, as shown below:

State

Peer Group

BGP Reflector Settings
Route Reflector Cluster ID 0.0.0.0
Client To Client Reflection Disabled

BGP Route Reflector Client Settings

Peer Group Name

Total Entries: 0
BGP Reflection Table

(Ilazz 16 characters)
Digabled

TP Address

Figure 4- 141. BGP Reflector Settings window

283




To configure BGP reflector settings on the Switch, complete the following fields:

Parameter

Description

BGP Reflector Settings

Route Reflector
Cluster ID

Enter the IP address of the cluster ID. The route reflector and its clients together form a
cluster. When a single route reflector is deployed in a cluster, the cluster is identified by the
router ID of the route reflector. The BGP cluster ID command is used to assign a cluster ID to
a route reflector when the cluster has one or more route reflectors. Multiple route reflectors
are deployed in a cluster to increase redundancy and to avoid a single point of failure. When
multiple route reflectors are configured in a cluster, they must be configured with the same
cluster ID. This allows all route reflectors in the cluster to recognize updates from peers in the
same cluster and reduces the number of updates that needs to be stored in BGP routing
tables. Setting the cluster ID to 0.0.0.0 will remove specifications of the cluster ID. The default
value is 0.0.0.0.

Client To Client

Enable or disable client-to-client reflection. When Enabled, the reflector operates in reflector

Reflection mode. When Disabled, the reflector operates in non-reflector mode. This means the router
will not reflect routes from the route reflect client to other route reflect clients, but it will still
send routes received from a non-reflecting client to a reflecting client.

BGP Route Reflector Client Settings

IP Address Enter the IP address of the neighbor to be configured.

Peer Group Name

Enter the peer group to be configured.

State

When Enabled, the specified neighbor will become the router reflector client. By default, this
state is Disabled.

Click Apply to implement changes made.

BGP Confederation Settings

This window is used to configure BGP confederation. A confederation, which is represented by an AS, is a group of the sub AS.
A confederation can be used to reduce the internal BGP (iBGP) mesh by dividing a large single AS into multihop sub AS.
External peers interact with the confederation as if it is a single AS. Each sub AS is fully meshed within itself and it has
connections to other sub ASes within the confederation. The next hop, Multi Exit Discriminator (MED), and local preference
information is preserved throughout the confederation, allowing users to retain a single Interior Gateway Protocol (IGP) for all the

autonomous systems.

To view this window, click L3 Features > BGP > BGP Confederation Settings, as shown below:

BGP Confederation Settings
Confederation Identifier (0-65535)
Confederation Peer Action

Confederation Peer AS Number List (1-65535) (eg: 1,3 5-6)
BGP AS Number
Confederation Peer

Total Entries: 0
Neighbor List
TP Address

Remote AS number

Figure 4- 142. BGP Confederation Settings window
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To configure BGP confederation settings on the Switch, complete the following fields:

Parameter Description

Confederation Enter an Autonomous System number which is used to specify a BGP confederation. If it is
Identifier (0-65535) set to zero, the BGP confederation number is deleted. By default, this setting is zero.

Confederation Peer | Toggle between Add and Delete.
Action

Confederation Peer Enter one or multiple AS number partitions, each separated by a comma. These are the
AS Number List (1- Autonomous System numbers for BGP peers that will belong to the confederation.
65535)

Click Apply to implement changes made.

BGP AS Path Access List Settings

This window is used to configure an Autonomous System path access list.

To view this window, click L3 Features > BGP > BGP AS Path Access List Settings, as shown below:

BGP AS Path Access List Settings

| Apply || Find | viewAl || Delete Al |

Total Entries: 0

BGP AS Path Access List

Figure 4- 143. BGP AS Path Access List Settings window
To configure BGP AS path access list settings on the Switch, complete the following fields:

Parameter Description

List Name Enter an Autonomous System path access list name.

Click Apply to implement changes made.
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BGP Community List Settings

This window is used to configure the matching rules for a BGP community list.

To view this window, click L3 Features > BGP > BGP Community List Settings, as shown below:

BGP Community List Settings
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Figure 4- 144. BGP Community List Settings window
To configure BGP AS community list settings on the Switch, complete the following fields:

Parameter Description

Type Toggle between Standard and Expanded. Standard configures a standard community list and

Expanded configures an expanded community list.

List Name Enter the name of community list to be configured.

Click Apply to implement changes made.

BGP Trap Settings

This window is used to configure the BGP trap state.

To view this window, click L3 Features > BGP > BGP Trap Settings, as shown below:

BGP Trap Settings
Peer Established Trap State Disabled v
Peer Idle Trap State Disahled v

Figure 4- 145. BGP Trap Settings window
To configure BGP trap settings on the Switch, complete the following fields:

Parameter Description
Peer Established Enable or disable the sending of the peer established trap.The default value is Disabled.
Trap State

Peer Idle Trap State | Enable or disable the sending of the peer idle trap. The default value is Disabled.

Click Apply to implement changes made.
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BGP Clear

This window is used to reset the Border Gateway Protocol (BGP) connections using hard or soft reconfigurations.

To view this window, click L3 Features > BGP > BGP Clear, as shown below:

BGP Clear
Yp IFAddress v
IP Address |
AS Number (1-65535) |

|

Peer Group Name

Mode Option (Seft [In Prefix Filter [ Out

Figure 4- 146. BGP Clear window
To configure BGP clear on the Switch, complete the following fields:

Parameter Description

Type Choose among IP Address, AS, Peer Group, External, or All.

IP Address - Specify to reset the session with the specified neighbor.

AS - Specify to reset sessions with BGP peers in the specified Autonomous System.
Peer Group - Specify to reset a peer group.

External - Specify all eBGP sessions will be reset.

All - Specify that all current BGP sessions will be reset.

IP Address If IP Address is specified in the Type above, enter an IP address.

AS Number (1- If AS is specified in the Type above, enter an Autonomous System number.
65535)

Peer Group Name If Peer Group is specified in the Type above, enter a peer group name.
Mode Option Tick the desired mode option: Soft, In, Prefix Filter, or Out.

Soft — This initiates a soft reset. It does not tear down the session.
inbound and outbound sessions are reset.

when inbound soft reset is applied.

Out — This initiates outbound reconfiguration.

Click Apply to implement changes made.

In — This ilnitiates inbound reconfiguration. If neither in nor out keywords are specified, both

Prefix Filter — The local site configured prefix filter will be notified to the remote neighbor




BGP Summary Table

To view this read-only window, click L3 Features > BGP > BGP Summary Tables, as shown below:

Dampening

BGP Summary Information
BGP Router Identifier
Local AS number

BGP AS Path Entries
BGP Community Entries

Total Entries: 0
BGP Summary Table

eigibor st A5 Nomber [MegRerd [isgSent [lpDov SextePicicd

Figure 4- 147. BGP Summary Information window

The BGP summary information parameters are described below:

Parameter Description

BGP Summary Information
BGP Router This field is used to display the local BGP router identifier previously configured.
Identifier

Local AS Number

This field is used to display the local AS Number previously configured.

Dampening

This field is used to display the BGP dampending state: enabled or disabled.

BGP AS Path Entries

This field is used to display the total number of BGP AS path entries.

BGP Community
Entries

This field is used to display the total number of BGP community entries.

BGP Summary Table
Neighbor This field is used to display the IP address of the BGP neighbor.
Version This field is used to display the BGP version of the BGP neighbor.
AS Number This field is used to display the remote AS number of the BGP neighbor.
MsgRcvd This field is used to display the number of all BGP packets received from the BGP neighbor.
MsgSent This field is used to display the number of all BGP packets sent to the BGP neighbor.
Up/Down This field is used to display the connecting state or connecting time of the BGP neighbor.
State/PfxRcd This field is used to display the establishing state or the number of BGP prefixes received

from the BGP neighbor.

N
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BGP

To view

Route Table

this window, click L3 Features > BGP > BGP Route Table, as shown below:

egexp Find
Find
Find
Find

[ Cidr Only Find

[ Community List (eg : 1:2)

OLocal A

Mo Advertize

(Mo Export
[ Internet

Exact Match Find

Community List .
[1Esact Match Fine

Filter List Name
Prefix List Name
Cidr Only

IP Address

[1Longer Prefizes Find
Wiew All Entry

BGP Route Information

0.0.0.0

s - suppressed, d - damped, h-history, * - vahd, > - best, 1 -
mternal

Origin Codes 1-IGP, e - EGP, 7 - incomplete

Status Codes

o
]
Lo -]
H
a
B
o
=]
E
g
B

Total Entries: 0
BGP Route Table

T

Figure 4- 148. BGP Route Information window

The BGP route information parameters are described below:

Parameter Description
Regexp Enter the regular expression that defines the AS path filter.
Filter List Name Enter the filter list name that was previously created by bgp as_path access_list. This is used

to display routes conforming to the filter list.

Route Map Name

routes matching the route map.

Prefix List Name

routes conforming to the prefix list.

CIDR Only Tick Classless Inter-Domain Routing (CIDR) Only to just display routes with custom masks.
Community This is used to display routes matching the communities.
Community List Enter the community list or tick the Exact Match check box.

289

Enter the filter list name that was previously created by route map. This is used to display

Enter the filter list name that was previously created by ip prefix list. This is used to display




IP Address

This is used to display the host route that matches the specified IP address.

Netmask

This field works with the above IP address and is used to display the route that matches the
specified network address. If specified, more specific routes will also be displayed.

BGP Route Information

BGP Local Router ID

This field is used to display the BGP local router ID.

Status Codes

This field is used to show the meaning of some characters.

Origin Codes This field is used to show the meaning of some characters.
BGP Route Table
IP Address/Netmask | This field is used to display the IP address/netmask and status code of a specified route.
Gateway This field is used to display the gateway of a specified route.
Metric This field is used to display the metric of a specified route.
LocPrf This field is used to display the local preference of a specified route.
Weight This field is used to display the weight of a specified route.
Path This field is used to display the AS path and origin code of a specified route.
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BGP Dampened Route Table

This read-only window displays BGP dampened route information.

To view this window, click L3 Features > BGP > BGP Dampened Route Table, as shown below:

Status Codes

Origin Codes

Network

Total Entries: 0
BGP Dampened Route Table

BGP Dampened Route Information
BGP Local Router ID 0000

s - suppressed, d - damped, h-history, * - valid, = -
best, 1 - mternal

1-IGP, e - EGP, ¥ - incomplete

From

Figure 4- 149. BGP Dampened Route Information window

The BGP dampened route information parameters are described below:

Parameter

Description

BGP Local Router ID

This field is used to display the BGP local router ID.

Status Codes

This field is used to show the meaning of the characters and symbols used on this window.

Origin Codes This field is used to show the meaning of the characters and symbols used on this window.
Network This field is used to display the network and status code of a specified route.

From This field is used to display where a specified route is from.

Reuse The field is used to disaplay the reused time of a specified route.

Path This field is used to display the AS path and origin code of a specified route.
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BGP Flap Statistics Table

This read-only window displays BGP flap statistics information.

To view this window, click L3 Features > BGP > BGP Flap Statistics Table, as shown below:

Status Codes
Origin Codes

BGP Flap Statistics Information
BGP Local Router ID

Total Entries: 65535

BGP Flap Statistics Table

Newe —— [prom s Dusion [Rewee

Figure 4- 150. BGP Flap Statistics Information window

The BGP flap statistics table information parameters are described below:

Parameter Description

BGP Local Router ID | This field is used to display the BGP local router ID.

Status Codes This field is used to show the meaning of the characters and symbols used on this window.
Origin Codes This field is used to show the meaning of the characters and symbols used on this window.
Network This field is used to display the network and status code of a specified route.

From This field is used to display where a specified route is from.

Flaps The field is used to display the flapped count of a specified route.

Duration The field is used to display the duration of dampened time of a specified route.

Reuse The field is used to disaplay the reused time of a specified route.

Path This field is used to display the AS path and origin code of a specified route.
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BGP Neighbors List

To view this window, click L3 Features > BGP > BGP Neighbors List, as shown below:

Show BGP Neighbor

Delete BGP Neighbor

BGP MNeighbor List
IP Address

[ Find || Viewal ]

(Ifaz: 16 characters)
| Delete || Delete Al |

S

Figure 4- 151. Show BGP Neighbor window

The BGP neighbor list parameters are described below:

Parameter Description
Show BGP Neighbor
IP Address Enter the IP address of the BGP neighbor to be displayed.
Type Choose among: None, Advertised Routes, Received Routes, Routes, Received Prefix Filter,
and Statistics.
Delete BGP Neighbor
IP Address Click the radio button and enter the IP address of the BGP neighbor to be deleted.

Peer Group Name

Click the radio button and enter the peer group name of the BGP neighbor to be deleted.
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IP Route Filter
IP Prefix List Settings

This window is used to create and configure an IP prefix list.

To view this window, click L3 Features > IP Route Filter > IP Prefix List Settings, as shown below:

IP Prefix List Settings

Prefix List Name

| Apply || Find || Viewal || Delete Al |

IP Prefix List Counter Clear
Prefix List Name

Maslc Address

e
g

| Apply || Clearal |

Total IP Prefix Number: 0
IP Prefix List Table

Figure 4- 152. IP Prefix List Settings window

The IP prefix list table parameters are described below:

Parameter Description

IP Prefix List Settings

Prefix List Name Enter the name to identify the prefix list.

IP Prefix List Counter Clear

Prefix List Name Enter the name of the prefix list that will be cleared.
IP Address Enter the IP address to be cleared.
Mask Address Enter the mask address to be cleared.

Click Apply to implement changes made.
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IP Standard Access List Settings

This window is used to create an access list used to filter routes.

To view this window, click L3 Features > IP Route Filter > IP Standard Access List Settings, as shown below:

IP Standard Access List Settings

Access List Name

| Apply || Find || WiewAll || Delete Al |

Total Access List Number: 0
IP Standard Access List Table

Access List Name Delete

Figure 4- 153. IP Standard Access List Settings window

The IP standard access list parameters are described below:

Parameter Description

Access List Name Enter the name of the access list.

Click Apply to implement changes made. To remove an entry from the table, click its corresponding % under the Delete heading.

Route Map Settings

This window is used to create a route map or add/delete sequences to a route map.

To view this window, click L3 Features > IP Route Filter > Route Map Settings, as shown below:

Route Map Settings
Route Map List Name
| Apply || Find || Viewal || Delete Al |

Total Entries: 0
Route Map List Table

=
=
:

Figure 4- 154. Route Map Settings window

The route map parameters are described below:

Parameter Description
Route Map List Enter the route map name.
Name

Click Apply to implement changes made. To remove an entry from the table, click its corresponding % under the Delete heading.
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Section 5

QoS

802.1p Settings
Bandwidth Control

HOL Prevention Settings
Schedule Settings

The Switch supports 802.1p priority queuing Quality of Service. The following section discusses the implementation of QoS
(Quality of Service) and benefits of using 802.1p priority queuing.

Advantages of QoS

QoS is an implementation of the IEEE 802.1p standard that allows network administrators a method of reserving bandwidth for
important functions that require a large bandwidth or have a high priority, such as VolP (voice-over Internet Protocol), web
browsing applications, file server applications or video conferencing. Not only can a larger bandwidth be created, but other less
critical traffic can be limited, so excessive bandwidth can be saved. The Switch has separate hardware queues on every physical
port to which packets from various applications can be mapped to, and, in turn prioritized. View the following map to see how the
Switch implements 802.1p priority queuing.

Implementation of QoS 802.1p Priority Tagging

QoS QoS QoS QoS QoS
QoS Class 1 Class 2 Class 3 Class 4 Class 5 QoS
Class 0 Class 6

[/

Packets without QoS tags
will be forwarded to the
QoS class based on the

QoS B02.1p default priority

set per individual port.

Incoming packets tagged
with the QoS priorities 0-7
will be forwarded to the
QoS Class as shown
above.

Ethernet Switch
Figure 5- 1. Mapping QoS on the Switch

The previous picture shows the default priority setting for the Switch. Class-6 has the highest priority of the eight priority queues
on the Switch. In order to implement QoS, the user is required to instruct the Switch to examine the header of a packet to see if it
has the proper identifying tag tagged. Then the user may forward these tagged packets to designated queues on the Switch where
they will be emptied, based on priority.

For example, lets say a user wishes to have a video conference between two remotely set computers. The administrator can add
priority tags to the video packets being sent out, utilizing the Access Profile commands. Then, on the receiving end, the
administrator instructs the Switch to examine packets for this tag, acquires the tagged packets and maps them to a class queue on
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the Switch. Then in turn, the administrator will set a priority for this queue so that will be emptied before any other packet is
forwarded. This results in the end user receiving all packets sent as quickly as possible, thus prioritizing the queue and allowing
for an uninterrupted stream of packets, which optimizes the use of bandwidth available for the video conference.

Understanding QoS

The Switch has eight priority queues, one of which is internal and unconfigurable. These priority queues are labeled as 6, the high
queue to 0, the lowest queue. The eight priority tags, specified in IEEE 802.1p are mapped to the Switch's priority tags as follows:

Priority O is assigned to the Switch's Q2 queue.
Priority 1 is assigned to the Switch's QO queue.
Priority 2 is assigned to the Switch's Q1 queue.
Priority 3 is assigned to the Switch's Q3 queue.
Priority 4 is assigned to the Switch's Q4 queue.
Priority 5 is assigned to the Switch's Q5 queue.
Priority 6 is assigned to the Switch's Q6 queue.
Priority 7 is assigned to the Switch's Q6 queue.

For strict priority-based scheduling, any packets residing in the higher priority queues are transmitted first. Multiple strict priority
queues empty based on their priority tags. Only when these queues are empty, are packets of lower priority transmitted.

For weighted round robin queuing, the number of packets sent from each priority queue depends upon the assigned weight. For a
configuration of 8 CoS queues, A~H with their respective weight value: 8~1, the packets are sent in the following sequence: Al,
B1, C1, D1, E1, F1, G1, H1, A2, B2, C2, D2, E2, F2, G2, A3, B3, C3, D3, E3, F3, A4, B4, C4, D4, E4, A5, B5, C5, D5, A6, B6,
C6, A7,B7, A8, A1, B1,C1,D1, E], F1, G1, H1.

For weighted round robin queuing, if each CoS queue has the same weight value, then each CoS queue has an equal opportunity to
send packets just like round robin queuing.

For weighted round-robin queuing, if the weight for a CoS is set to 0, then it will continue processing the packets from this CoS
until there are no more packets for this CoS. The other CoS queues that have been given a nonzero value, and depending upon the
weight, will follow a common weighted round-robin scheme.

Remember that the Switch has seven configurable priority queues (and seven Classes of Service) for each port on the Switch.

NOTICE: The Switch contains eight classes of service for each port on the Switch. One of these

(‘ classes is reserved for internal use on the Switch and therefore is not configurable. All references in
the following section regarding classes of service will refer to only the seven classes of service that
may be used and configured by the Switch’s Administrator.

297



802.1p Settings

The 802.1p Settings section includes 802.1p Default Priority Settings and 802.1p User Priority Settings.

802.1p Default Priority Settings

The Switch allows the assignment of a default 802.1p priority
to each port on the Switch.

This window allows users to assign a default 802.1p priority to
any given port on the Switch. The priority queues are
numbered from 0, the lowest priority, to 7, the highest priority.
Click Apply to implement changes made.

To view this window, click QoS > 802.1p Settings > 802.1p
Default Priority Settings, as shown on the right.

’ NOTE: The settings users assign to

the queues, numbers 0-7, represent

the IEEE 802.1p priority tag number.

A ‘ Do not confuse these settings with
port numbers.

802.1p User Priority Settings

B02.1p Default Priority Settings

1% [Pot1 v Pl v 0 v

B02.1p Default Priority Table

1 0 0
2 0 0
3 o o
4 0 ]
5 0 0
& 0 0
7 0 0
8 0 0
9 0 0
10 0 0
11 0 0
12 0 ]
13 o ]
14 0 0
15 0 0
16 0 0
17 0 0
18 0 0
18 o o
20 o ]
21 o ]
22 0 0
23 0 0
24 0 0
25 0 0

Figure 5- 2. 802.1p Default Priority Settings window

The Switchs allows the assignment of a user priority to each of the 802.1p priorities.

To view this window, click QoS > 802.1p Settings > 802.1p User Priority Settings, as shown below:
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B802.1p User Priority Settings

N e PO e e e

1 % |Portl Fort1l » 0 + || Class-0 w || Apply

B02.1p User Priority Table
Port Class ID
Clags-2
Clags-0
Clags-1
Clags-3
Clags-4
Clags-5
Clags-6
Clags-6
Clags-2
Clags-0
Clags-1
Clags-3
Clags-4
Clags-5
Clags-6
Clags-6
Clags-2
Clags-0
Clags-1
Clags-3
Clags-4
Clags-5
Clags-6
Clags-6
Clags-2
Class-0
Class-1
Clags-3
Clags-4

B o I e == B i e U W T o I S S o s B T O Y R e = ?
7
:

B e - W T O R U L i S i WP i W T W R Y o Y % N o T % T o I o B o B e e

Figure 5- 3. 802.1p User Priority Settings window

Once a priority to the port groups on the Switch has been assigned, users can then assign this Class to each of the eight levels of
802.1p priorities. Click Apply to set changes made.
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Bandwidth Control

The Bandwidth Control section includes Bandwidth Control Settings and Per Queue Bandwith Control Settings.

Bandwidth Control Settings

The bandwidth control settings are used to place a ceiling on the transmitting and receiving data rates for any selected port.

To view the Bandwidth Control Settings window, click QoS > Bandwidth Control > Bandwidth Control Settings, as shown
below:

1v| [Port ~|[Pott ~|[Both v| [Ersbled »| [ Kbieec
1 MNo Limit Mo Lirit No Lirit Mo Litmit
2 MNoLimit Mo Litit No Lirit Mo Limit
3 No Limnit No Limit Mo Limit No Limit
4 NoLimit Mo Litit No Lirnit Mo Limit
5 Mo Limit Mo Litit No Lirit Mo Limit
6 No Linit No Limit N Limit No Limit
7 MNo Limit Mo Litit No Lirit Mo Limit
8 MNoLimit Mo Litit No Lirmit Mo Limit
9 No Limnit No Lt N Limit No Limit
10 No Limit Mo Litit No Lirit Mo Limit
11 No Limit Mo Litit No Lirit Mo Limit
12 Mo Limit Mo Limnit N Limit Mo Limit
13 N Limit No Limit Mo Limnit Neo Limit
14 No Limit Mo Litit No Lirit Mo Limit
15 No Limit Mo Litit No Lirit Mo Litit
16 N Limit Ne Limit N Limit Neo Limit
17 No Limit Mo Litit No Lirit Mo Limit
18 No Limit Mo Litit No Lirit Mo Limit
19 No Limit No Limit N Limit No Limit
20 Mo Limit Mo Litit No Lirit Mo Limit
21 Mo Limit Mo Litit No Lirit Mo Limit
22 Nao Limit No Limit N Limit No Limit
23 Mo Limit Mo Litit No Lirit Mo Limit
24 Mo Limit Mo Litit No Lirit Mo Limit
25 Nao Limit No Limit Mo Limit N Limit

Figure 5- 4. Bandwidth Control Settings window

The following parameters can be set or are displayed:

Parameter Description

Unit Select the unit to configure.

From/To A consecutive group of ports may be configured starting with the selected port.

Type This drop-down menu allows you to select between RX (receive), TX (transmit), and

Both. This setting will determine whether the bandwidth ceiling is applied to receiving,
transmitting, or both receiving and transmitting packets.

No Limit This drop-down menu allows you to specify that the selected port will have no bandwidth
limit. Enabled disables the limit or limits the bandwidth on a given port.

Rate (64- This field allows the user to enter the data rate that will be the limit for the selected port.

10000000) A rate can only be entered if the No Limit feature is Disabled.

Click Apply to set the bandwidth control for the selected ports. Results of configured Bandwidth Settings will be displayed in the
Port Bandwidth Table.
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Per Queue Bandwidth Control Settings

This window is used to sets the bandwidth control for each specific queue on specified ports.

To view the Per Queue Bandwidth Control Settings window, click QoS > Bandwidth Control > Per Queue Bandwidth
Control Settings, as shown below:

i rom o Joveue it e ioonoon st 1000000 iny |
1w [Pomt w[Pomt w0 ¥ Ebieec MIMoLimit | Kbivsec MIMo Limit
N T T S TP YT
1 0 1o Limit o Limit
1 1 o Lirit o Limit
1 2 o Lirnit o Limit
1 3 1o Limit o Limit
1 4 Mo Limit o Limit
1 5 o Lirnit o Limit
| 6 1o Limit o Limit
2 0 Mo Limit o Limit
2 1 o Lirit o Limit
2 2 1o Limit o Limit
2 3 Mo Limit o Limit
2 4 o Lirnit o Limit
2 5 1o Limit Mo Limit
2 6 Mo Limit o Limit
3 0 o Lirnit o Limit
3 1 Mo Limit Mo Limit
3 2 Mo Lirit o Limit
3 3 o Lirnit o Limit
3 4 Mo Limit Mo Limit
3 5 o Lirit Mo Limit
3 6 o Lirnit o Limit
4 0 Mo Limit Mo Limit
4 1 o Lirit Mo Limit
4 2 o Lirnit o Limit
4 3 Mo Limit Mo Limit
4 4 o Limit Mo Limit
4 5 o Lirnit o Limit
4 6 Mo Limit Mo Limit

Figure 5- 5. Per Queue Bandwidth Control Settings window

The following parameters can be set or are displayed:

Parameter Description

Unit Select the unit to configure.

From/To A consecutive group of ports may be configured starting with the selected port.

Queue Use the drop-down menu to select the desired priority queue. Please note Queue 7 is

reserved for stacking.

Min Rate (64- | This field allows the user to enter a minimum guaranteed bandwidth. Ticking the no limit
10000000) check box means there will be no limit on the rate of packets received.

Max Rate (64- | This field allows the user to limit the bandwidth. When specified, packets transmitted
10000000) from the queue will not exceed the specified limit even if extra bandwidth is
available.Ticking the no limit check box means there will be no limit on the rate of
packets received.
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Click Apply to set the per queue bandwidth control for the selected ports. Results of configured per queue bandwidth settings will
be displayed in the Queue Bandwidth Table.

HOL Prevention Settings

This window is used to enable or disable Head of Line (HOL) prevention.

To view the HOL Prevention Settings window, click QoS > HOL Prevention Settings, as shown below:

HOL Prevention Settings
HOL Prevention State Enahbled v

Figure 5- 6. HOL Prevention Settings window

Toggle to enable or disable head of line prevention. The default is Enabled.

Schedule Settings

The Schedule Settings section includes QoS Output Scheduling Settings and QoS Scheduling Mechanism Settings.

QoS Output Scheduling Settings

QoS can be customized by changing the output scheduling used for the hardware classes of service in the Switch. As with any
changes to QoS implementation, careful consideration should be given to how network traffic in lower priority classes of service
is affected. Changes in scheduling may result in unacceptable levels of packet loss or significant transmission delay. If choosing to
customize this setting, it is important to monitor network performance, especially during peak demand, as bottlenecks can quickly
develop if the QoS settings are not suitable.

To view this table, click QoS > Schedule Settings > QoS Output Scheduling Settings, as shown below:
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QoS Output Scheduling Settings
Unie Jfrom —[fo[Class > iax Pakeet 019
1| [Pott v [Pa1 ~|[Class-0 v

QoS Output Scheduling Table

Class-0 1
Class-1 2
Class-2 3
Class-3 4
Class-4 5
Class-5 6
Class-6 7
Class-0 1
Class-1 2
Class-2 3
Class-3 4
Class-4 5
Clags-5 6
Class-6 7
Class-0 1
Class-1 2
Class-2 3
Class-3 4
Class-4 5
Class-5 6
Class-6 7
Class-0 1
Class-1 2
Class-2 3
Class-3 4
Class-4 5
Class-5 6
Class-6 7
Clags-0 1

L S e B P B R R R O = T S

Figure 5- 7. QoS Output Scheduling Settings window

The following values may be assigned to the QoS classes to set the scheduling.

Parameter Description

Unit Select the unit to configure.

From/To A consecutive group of ports may be configured starting with the selected port.

Class ID Select the class ID from Class-0 through Class-6.

Max. Packet (0- Specify the maximum number of packets the above specified hardware priority class of service

15) will be allowed to transmit before allowing the next lowest priority queue to transmit its packets.
A value between 0 and 15 can be specified.

Click Apply to implement changes made.
Configuring the Combination Queue

Utilizing the QoS Output Scheduling Settings window shown above, the Switch can implement a combination queue for
forwarding packets. This combination queue allows for a combination of strict and weight-fair (weighted round-robin “WRR”)
scheduling for emptying given classes of service. To set the combination queue, enter a 0 for the Max Packets entry of the
corresponding priority classes of service listed in the window above. Priority classes of service that have a 0 in the Max Packet
field will forward packets with strict priority scheduling. The remaining classes of service, that do not have a 0 in their Max
Packet field, will follow a weighted round-robin (WRR) method of forwarding packets — as long as the priority classes of service
with a 0 in their Max Packet field are empty. When a packet arrives in a priority class with a 0 in its Max Packet field, this class of
service will automatically begin forwarding packets until it is empty. Once a priority class of service with a 0 in its Max Packet
field is empty, the remaining priority classes of service will reset the weighted round-robin (WRR) cycle of forwarding packets,
starting with the highest available priority class of service. Priority classes of service with an equal level of priority and equal
entries in their Max Packet field will empty their fields based on hardware priority scheduling. The Max Packet parameter allows
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the maximum number of packets a given priority class of service can transmit per weighted round-robin (WRR) scheduling cycle
to be selected. This provides for a controllable CoS behavior while allowing other classes to empty as well. A value between 0 and
15 packets can be specified per priority class of service to create the combination queue.
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QoS Scheduling Mechanism Settings

Changing the output scheduling used for the hardware queues in the Switch can customize QoS. As with any changes to QoS
implementation, careful consideration should be given to how network traffic in lower priority queues is affected. Changes in
scheduling may result in unacceptable levels of packet loss or significant transmission delay. If the user chooses to customize this
setting, it is important to monitor network performance, especially during peak demand, as bottlenecks can quickly develop if the
QoS settings are not suitable.

To view this window, click QoS > Schedule Settings > QoS Scheduling Mechanism Settings, as shown below:

--
Po1 v |[Pot1 v| | stic v
1 Strict
2 Strict
3 Strict
4 Stict
5 Strict
6 Strict
7 Strict
g Strict
g Strict
10 Strict
11 Strict
12 Stict
13 Strict
14 Strict
15 Strict
16 Stict
17 Strict
18 Stict
19 Strict
20 Strict
21 Strict
22 Strict
23 Strict
24 Strict
25 Strict

Figure 5- 8. QoS Scheduling Mechanism Settings window
The Scheduling Mechanism has the following parameters.

Parameter Description

Unit Select the unit to configure.

From/To A consecutive group of ports may be configured starting with the selected port.

Mode: Strict The highest class of service is the first to process traffic. That is, the highest class of service

will finish before other queues empty. Strict is the default setting.

Mode: Weight Fair Use the weighted round-robin (WRR) algorithm to handle packets in an even distribution in
priority classes of service.

Click Apply to implement changes made.
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Section 6

ACL

Time Range

Access Profile Table
ACL Flow Meter

CPU Interface Filtering

Time Range

The Time Range window is used in conjunction with the Access Profile feature to determine a starting point and an ending point,
based on days of the week, when an Access Profile configuration will be enabled on the Switch. Once configured here, the time

range settings are to be applied to an access profile rule using the Access Profile table. The user may enter up to 64 time range
entries on the Switch.

! NOTE: The Time Range commands are based on the time settings of the Switch.

Make sure to configure the time for the Switch appropriately for these commands
g using commands listed in the following chapter, Time and SNTP Commands.

To open the Time Range Settings window, click ACL > Time Range, as shown below:

eSS svast Time 00 v [00 v |[00 + End Time 00 v| (00 v[[00 v
Mon (] Tue [J Wed [ Thu [ Fn [ Sat [ Sun []  Select All Days []

Total Entries: 0
Time Range Information

Figure 6- 1. Time Range Settings window

The user may adjust the following parameters to configure a time range on the Switch:

Parameter Description

Range Name Enter a name of no more than 32 alphanumeric characters that will be used to identify this
time range on the Switch. This range name will be used in the Access Profile table to identify
the access profile and associated rule to be enabled during this time range.

Hours (HH MM SS) | This parameter is used to set the time in the day that this time range is to be enabled using
the following parameters:
Start Time <time hh:mm:ss> - Use this parameter to identify the starting time of the time
range, in hours, minutes and seconds, based on the 24-hour time system.

End Time <time hh:mm:ss> - Use this parameter to identify the ending time of the time
range, in hours, minutes and seconds, based on the 24-hour time system.

Weekdays Use the check boxes to tick the corresponding days of the week that this time range is to be
enabled.
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Click Apply to implement changes made. Currently configured entries will be displayed in the Time Range Information table in
the bottom half of the window shown above.

Access profiles allow users to establish criteria to determine whether or not the Switch will forward packets based on the
information contained in each packet's header. These criteria can be specified on a basis of Packet Content, MAC address, or IP
address.

Access Profile Table

Creating an access profile is divided into two basic parts. The first is to specify which part or parts of a frame the Switch will
examine, such as the MAC source address or the IP destination address. The second part is entering the criteria the Switch will use
to determine what to do with the frame. The entire process is described below in two parts.

To view this window, click ACL > Access Profile Table, as shown below:

Add Profile |

Total Unused Rule Entries: 1792
Total Used Rule Entries :0

Access Profile Table
Profle I

Figure 6- 2. Access Profile Table window

To add an entry to the Access Profile Table, click the Add Profile button. This will open the Access Profile Configuration
window, as shown below: There are four Access Profile Configuration windows; one for Ethernet (or MAC address-based)
profile configuration, one for IP address-based profile configuration, one for Packet Content and one for IPv6 addresses. Users
can switch between the four Access Profile Configuration windows by using the Type drop-down menu. The window shown
below is the Access Profile Configuration window for Ethernet.

Access Profile Configuration

Profile ID (1-14) 1
Type Ethernet v
e
Source MAC 1
Destination MAC ]
802.1p []
Ethernet Type L]

chow Al Access Profile Table Entries

Figure 6- 3. Access Profile Configuration window (Ethernet)
The following parameters can be set, for the Ethernet type:

Parameter Description
Profile ID (1-14) Type in a unique identifier number for this profile set. This value can be set from 1 to 14.
Type Select profile based on Ethernet (MAC Address), IP address, Packet Content, or IPv6

address. This will change the window according to the requirements for the type of profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet
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header.
Select IP to instruct the Switch to examine the IP address in each frame's header.

Select Packet Content Mask to specify a mask to hide the content of the packet

header.
Select IPv6 to instruct the Switch to examine the IPv6 address in each frame's
header.
VLAN Selecting this option instructs the Switch to examine the VLAN identifier of each packet
header and use this as the full or partial criterion for forwarding.
Source MAC Source MAC Mask - Enter a MAC address mask for the source MAC address.
Destination MAC Destination MAC Mask - Enter a MAC address mask for the destination MAC address.
802.1p Selecting this option instructs the Switch to examine the 802.1p priority value of each packet

header and use this as the, or part of the criterion for forwarding.

Ethernet Type Selecting this option instructs the Switch to examine the Ethernet type value in each frame's
header.

The window shown below is the Access Profile Configuration window for IP.

Access Profile Configuration

sto pott mask

P
dst pott mask

Protocolid user mask

Profile ID (1-14) i
Type IF w
-
s
s
5
T R PaE
I - =
stc pott mask
- dSt port maSk
TCF flag bit
urg  ack  psh
rst syn  fin
I

chow All Access Profile Table Entries

Figure 6- 4. Access Profile Configuration window (IP)
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The following parameters can be set, for IP:

Parameter

Description

Profile ID (1-14)

Type in a unique identifier number for this profile set. This value can be set from 1 to 14.

Type

Select profile based on Ethernet (MAC Address), IP address, Packet Content Mask, or IPv6
address. This will change the window according to the requirements for the type of profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet
header.
Select IP to instruct the Switch to examine the IP address in each frame's header.

Select Packet Content Mask to specify a mask to hide the content of the packet
header.

Select IPv6 to instruct the Switch to examine the IPv6 address in each frame's
header.

VLAN

Selecting this option instructs the Switch to examine the VLAN part of each packet header
and use this as the, or part of the criterion for forwarding.

Source IP Mask

Enter an IP address mask for the source IP address.

Destination IP Mask

Enter an IP address mask for the destination IP address.

DSCP Selecting this option instructs the Switch to examine the DiffServ Code part of each packet
header and use this as the, or part of the criterion for forwarding.
Protocol Selecting this option instructs the Switch to examine the protocol type value in each frame's

header. You must then specify what protocol(s) to include according to the following
guidelines:

Select ICMP to instruct the Switch to examine the Internet Control Message Protocol (ICMP)
field in each frame's header.

Select Type to further specify that the access profile will apply an ICMP type value,
or specify Code to further specify that the access profile will apply an ICMP
code value.

Select IGMP to instruct the Switch to examine the Internet Group Management Protocol
(IGMP) field in each frame's header.

Select Type to further specify that the access profile will apply an IGMP type value

Select TCP to use the TCP port number contained in an incoming packet as the forwarding
criterion. Selecting TCP requires that you specify a source port mask and/or a destination
port mask. The user may also identify which flag bits to filter. Flag bits are parts of a packet
that determine what to do with the packet. The user may filter packets by filtering certain flag
bits within the packets, by checking the boxes corresponding to the flag bits of the TCP field.
The user may choose between urg (urgent), ack (acknowledgement), psh (push), rst (reset),
syn (synchronize), fin (finish).
src port mask - Specify a TCP port mask for the source port in hex form (hex 0x0-
0xffff), which you wish to filter.
dst port mask - Specify a TCP port mask for the destination port in hex form (hex
0x0-0xffff) which you wish to filter.

Select UDP to use the UDP port number contained in an incoming packet as the forwarding
criterion. Selecting UDP requires that you specify a source port mask and/or a destination
port mask.

src port mask - Specify a UDP port mask for the source port in hex form (hex 0x0-
Oxffff).

dst port mask - Specify a UDP port mask for the destination port in hex form (hex
0x0-0xffff).

protocol id - Enter a value defining the protocol ID in the packet header to mask. Specify the
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protocol ID mask in hex form (hex 0x0-0xff) or a user value.

Click Apply to implement changes made. The window shown below is the Access Profile Configuration window for Packet

Content Mask.

Type

Profile ID (1-14) 3

Access Profile Configuration

chow Al Access Profile Table Entries

Facket Content +
L] Chunk 1 (0-31)
L] Chunk 2 (0-31)
L] Chunk = (0-31)
L] Chunk 4 (0-31)

mask
mask
mask

mask

Figure 6- 5. Access Profile Configuration window (Packet Content Mask)

This screen will aid the user in configuring the Switch to mask packet headers beginning with the offset value specified. The
following fields are used to configure the Packet Content Mask:

| Parameter Description

Profile ID (1- Type in a unique identifier number for this profile set. This value can be set from 1 to 14.

14)

Type Select profile based on Ethernet (MAC Address), IP address, packet content mask or IPv6. This

will change the menu according to the requirements for the type of profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet header.
Select IP to instruct the Switch to examine the IP address in each frame's header.
Select Packet Content Mask to specify a mask to hide the content of the packet header.
Select IPv6 to instruct the Switch to examine the IPv6 part of each packet header.

Offset The offset field is used to examine the packet header which is divided up into four “chunks” where

each chunk represents 4 bytes. Values within the packet header chunk to be identified are to be
marked in hexadecimal form in the “mask” field. The following table will help you identify the bytes

in the respective chunks.

chunkO chunk1 chunk2........ chunk29  chunk30 chunk31
b126 b2 b6 b114 b118 b122
b127 b3 b7 b115 b119 b123
b0 b4 b8 b116 b120 b124
b1 b5 b9 b117 b121 b125

Tick the check box of the chunk, from 1 to 4, you wish to examine and then enter the hexadecimal

value in the mask field.

Click Apply to implement changes made.
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The window shown below is the Access Profile Configuration window for IPv6.

Access Profile Configuration

4

Type IPvE v

-

5

"] |DDDD:DDDD:DDDD:DDDD:DD[

"] |DDDD:DDDD:DDDD:DDDD:DD[
dat pott mask W
dat pott mask W

mhow All Access Profile Table Entries

Figure 6- 6. Access Profile Configuration window (IPv6)

This screen will aid the user in configuring the Switch to mask packet headers beginning with the offset value specified. The
following fields are used to configure the IPv6:

Parameter Description
Profile ID (1-14) Type in a unique identifier number for this profile set. This value can be set from 1 to 14.
Type Select profile based on Ethernet (MAC Address), IP Address, Packet Content or IPv6 address.

This will change the window according to the requirements for the type of profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet
header.

Select IP to instruct the Switch to examine the IP address in each frame's header.
Select Packet Content Mask to specify a mask to hide the content of the packet header.

Select IPv6 to instruct the Switch to examine the IPv6 address in each frame's header.

Class Ticking this check box will instruct the Switch to examine the class field of the IPv6 header.
This class field is a part of the packet header that is similar to the Type of Service (ToS) or
Precedence bits field in IPv4.

Flow Label Ticking this check box will instruct the Switch to examine the flow label field of the IPv6 header.
This flow label field is used by a source to label sequences of packets such as non-default
quality of service or real time service packets.

Source IPv6 Mask | The user may specify an IP address mask for the source IPv6 address by ticking the
corresponding box and entering the IP address mask.

Destination IPv6 The user may specify an IP address mask for the destination IPv6 address by ticking the
Mask corresponding box and entering the IP address mask.
Protocol Select TCP to use the IPv6 TCP port number contained in an incoming packet as the

forwarding criterion. Selecting IPv6 TCP requires that you specify a source port mask and/or a
destination port mask.

src port mask - Specify a IPv6 TCP port mask for the source port in hex form (hex 0x0-
0xffff), which you wish to filter.

dst port mask - Specify a IPv6 TCP port mask for the destination port in hex form (hex
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0x0-0xffff) which you wish to filter.

Select UDP to use the IPv6 UDP port number contained in an incoming packet as the

forwarding criterion. Selecting IPv6 UDP requires that you specify a source port mask and/or a
destination port mask.

src port mask - Specify a IPv6 UDP port mask for the source port in hex form (hex 0x0-
Oxffff).

dst port mask - Specify a IPv6 UDP port mask for the destination port in hex form (hex 0x0-
Oxffff)

Click Apply to implement changes made.

To view the configurations set for a previously created access profile, return to the Access Profile Table and click the ﬂ button

under the Display heading, corresponding to the access profile for which to view configurations. A window similar to the one
below will be displayed.

Access Profile Entry Display

ACT
Ethernet
Enabled

Source MAC

Destination MAC

802.1P

Ethernet Type

chow Al Access Profile Table Entries

Figure 6- 7. Access Profile Entry Display window (Ethernet)
To establish the rule for a previously created Access Profile:

To view this window, click ACL > Access Profile Table, as shown below:

Add Profile | Clear All |

Total Unused Rule Entries: 1792
Total Used Rule Entries :0

Access Profile Table
Profile ID Ar.:ess Rule
Ethernet hdadify View >

e bodify View
Facleet Content bdodify View
IPwé b o dlify View

0
uul

X X X |

Figure 6- 8. Access Profile Table window

To create a new rule set for an access profile click the Modify button located under the Access Rule heading. The window shown
below (Access Profile Rule) will be displayed. To remove a previously created rule, click the corresponding % button.
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Add Rule

Access Rule Table

Frofte D
1 1 X|

Permut Ethernet "I.r'iewl

Unused Entries:127

Show All Access Profile Entries

Figure 6- 9. Access Rule Table window

Click Add Rule to add a new Rule for an existing profile. The Access Rule Configuration window will appear.

To remove a previously created rule, select it and click the # button. To add a new Access Rule, click the Add Rule button, and
the Access Rule Configuration window will appear:

Access Rule Configuration
Profile ID 1

L] | Replace Priority
)

VLAN Name
Source MAC
Destination MAC

802 1p (I

Group ID (1-4) |

RX Rate (1-156249) No Limit

S O .c. o

Counter [ ] State

Show All Access Bule Entries

Figure 6- 10. Access Rule Configuration window (Ethernet)

To set the Access Rule for Ethernet, adjust the following parameters and click Apply.

Parameters Description

Profile ID This is the identifier number for this profile set.

Mode Select Permit to specify that the packets that match the access profile are forwarded by the
Switch, according to any additional rule added (see below).
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Select Deny to specify that packets that do not match the access profile are not forwarded by
the Switch and will be filtered.

Select Mirror to specify that packets that match the access profile are mirrored to a port defined
in the Port Mirroring window. Port Mirroring must be enabled and a target port must be set.

Access ID (1-128)

Type in a unique identifier number for this access. This value can be set from 1 to 128.

Auto Assign — Ticking this check box will instruct the Switch to automatically assign an
Access ID for the rule being created.

Type

Selected profile based on Ethernet (MAC Address), IP address, Packet Content, IPv6 address.

Ethernet instructs the Switch to examine the layer 2 part of each packet header.
IP instructs the Switch to examine the IP address in each frame's header.

Packet Content Mask instructs the Switch to examine the packet header.

IPv6 instructs the Switch to examine the IPv6 address in each frame's header.

Priority (0-7)

This parameter is specified to re-write the 802.1p default priority previously set in the Switch,
which is used to determine the CoS queue to which packets are forwarded. Once this field is
specified, packets accepted by the Switch that match this priority are forwarded to the CoS
queue specified previously by the user.

Replace priority — Tick the corresponding check box to re-write the 802.1p default priority of a
packet to the value entered in the Priority field, which meets the criteria specified previously in
this command, before forwarding it on to the specified CoS queue. Otherwise, a packet will have
its incoming 802.1p user priority re-written to its original value before being forwarded by the
Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the QoS
section of this manual.

Replace DSCP (0-
63)

This feature allows the user to specify a value to be written to the DSCP field of an incoming
packet. This value will over-write the value in the DSCP field of the packet. Enter a value
between 0-63.

Group ID (1-4)

This field displays the mirror group’s identity.

VLAN Name

Allows the entry of a name for a previously configured VLAN.

Source MAC

Source MAC Address - Enter a MAC Address for the source MAC address.

Destination MAC

Destination MAC Address - Enter a MAC Address mask for the destination MAC address.

802.1p (0-7)

Enter a value from 0 to 7 to specify that the access profile will apply only to packets with this
802.1p priority value.

Ethernet Type (0-
FFFF)

Specifies that the access profile will apply only to packets with this hexadecimal 802.1Q
Ethernet type value (hex 0x0-0xffff) in the packet header. The Ethernet type value may be set in
the form: hex 0x0-Oxffff, which means the user may choose any combination of letters and
numbers ranging from a-f and from 0-9.

Port

The Access Rule may be configured on a per-port basis by entering the port number of the
switch in the switch stack into this field. When a range of ports is to be configured, the Auto
Assign check box MUST be clicked in the Access ID field of this window. If not, the user will be
presented with an error message and the access rule will not be configured. The beginning and
end of the port list range are separated by a dash. For example, 3 specifies port 3. 2 - 4
specifies the range of ports from 2 to 4.

RX Rate
(1-156249)

Use this to limit Rx bandwidth for the profile being configured. This rate is implemented using the
following equation: 1 value = 64kbit/sec. (ex. If the user selects an Rx rate of 10 then the ingress
rate is 640kbit/sec.) The user many select a value between 1 and 156249 or No Limit. The
default setting is No Limit.

Time Range

Tick the check box and enter the name of the Time Range settings that has been previously
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configured in the Time Range Settings window. This will set specific times when this access
rule will be implemented on the Switch.

Counter

Tick the check box and use the pull-down menu to employ the Counter that will count the
packets identified with this rule. Users must note that if the Counter is employed in the ACL Flow
Meter function, the Counter will automatically be disabled here, regardless of this setting.

To view the settings of a previously, correctly configured rule, cIickﬂI in the Access Rule Table to view the window shown
below. Clicking the hyperlink for the Profile ID on the Access Profile Table window will also bring up the Access Rule Display

window.

Access Rule Display
Profile ID

Access ID

Mode

Priority

Replace DSCP
VLAN Name
Source MAC
Destination MAC
802.1p

Ethernet Type

Port
RX Rate (64Kbps)

Show All Access Rule Entries

Figure 6- 11. Access Rule Display window (Ethernet)
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Access Rule Configuration
Profile ID 2
© Pemit O Micor O Deny

Access ID (1-128) 1 Auto assign [ ]

Replace DSCP (0-63° m)

oowman |

DSCP (0-63)

Protocol

P ... .

Counter

Show All Access Rule Entries

O] Replace Priority

TCP: src port dst port
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Figure 6- 12. Access Rule Configuration window (IP)

Configure the following Access Rule Configuration settings for IP:

Parameter Description

Profile ID This is the identifier number for this profile set.

Mode Select Permit to specify that the packets that match the access profile are forwarded by the Switch,
according to any additional rule added (see below).
Select Deny to specify that packets that do not match the access profile are not forwarded by the
Switch and will be filtered.
Select Mirror to specify that packets that match the access profile are mirrored to a port defined in
the Port Mirroring window. Port Mirroring must be enabled and a target port must be set.

Access ID (1- Type in a unique identifier number for this access. This value can be set from 1 to 128.

128) « Auto Assign — Ticking this check box will instruct the Switch to automatically assign an

Access ID for the rule being created.
Type Selected profile based on Ethernet (MAC Address), IP address, Packet Content, or IPv6 address.

Ethernet instructs the Switch to examine the layer 2 part of each packet header.
IP instructs the Switch to examine the IP address in each frame's header.

Packet Content Mask instructs the Switch to examine the packet header.

IPv6 instructs the Switch to examine the IPv6 address in each frame's header.
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Priority (0-7)

This parameter is specified to re-write the 802.1p default priority previously set in the Switch, which
is used to determine the CoS queue to which packets are forwarded to. Once this field is specified,
packets accepted by the Switch that match this priority are forwarded to the CoS queue specified
previously by the user.

Replace priority — Tick the corresponding check box to re-write the 802.1p default priority of a
packet to the value entered in the Priority field, which meets the criteria specified previously in this
command, before forwarding it on to the specified CoS queue. Otherwise, a packet will have its
incoming 802.1p user priority re-written to its original value before being forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the QoS
section of this manual.

Replace DSCP
(0-63)

Select this option to instruct the Switch to replace the DSCP value (in a packet that meets the
selected criteria) with the value entered in the adjacent field.

Group ID (1-4)

This field displays the mirror group’s identity.

Source IP

Source IP Address - Enter an IP Address mask for the source IP address.

Destination IP

Destination IP Address- Enter an IP Address mask for the destination IP address.

DSCP (0-63)

This field allows the user to enter a DSCP value in the space provided, which will instruct the
Switch to examine the DiffServ Code part of each packet header and use this as the, or part of the
criterion for forwarding. The user may choose a value between 0 and 63.

Protocol

This field allows the user to modify the protocol used to configure the Access Rule Table;
depending on which protocol the user has chosen in the Access Profile Table.

Port

The Access Rule may be configured on a per-port basis by entering the port number of the switch
in the switch stack into this field. When a range of ports is to be configured, the Auto Assign check
box MUST be ticked in the Access ID field of this window. If not, the user will be presented with an
error message and the access rule will not be configured. The beginning and end of the port list
range are separated by a dash. For example, 3 specifies port 3. 2-4 specifies the range of ports
from 2 to 4.

RX Rate (1-
156249)

Use this to limit Rx bandwidth for the profile being configured. This rate is implemented using the
following equation: 1 value = 64kbit/sec. (ex. If the user selects an Rx rate of 10 then the ingress
rate is 640kbit/sec.) The user many select a value between 1 and 156249 or No Limit. The default
setting is No Limit.

Time Range

Tick the check box and enter the name of the Time Range settings that has been previously
configured in the Time Range Settings window. This will set specific times when this access rule
will be implemented on the Switch.

Counter

Tick the check box and use the pull-down menu to employ the Counter that will count the packets
identified with this rule. Users must note that if the Counter is employed in the ACL Flow Meter
function, the Counter will automatically be disabled here, regardless of this setting.

To view the settings of a previously correctly configured rule, click £ in the Access Rule Table.

Add Rule I

Access Rule Table

Brofle ID
2 P 3 ¢

chow All Access Profile Entries

FPerrmut

Yol X _.

Figure 6- 13. Access Rule Table window
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The window shown below will appear.

Access Rule Display

Profile ID

Access ID

Mode Permit

Type

Priorityy' =~ ===
ReplaceDSCP P
VLANName = |e===
Sowrcer> |
DestinationI? = |Eee-
psce ===

Protocol TCP_" sre port: 0, dst port: 0
flagbits

RX Rate (64Kbps) No Limit

Show All Access Rule Entries

Figure 6- 14. Access Rule Display window (IP)

The following window is the Access Rule table for Packet Content.

Add

Access Rule Table
Profle TD
2 x|

Permut Paclet Content 1 \Fiewl

Unused Entries: 127

Show All Access Profile Entries

Figure 6- 15. Access Rule Table window (Packet Content Mask)

To remove a previously created rule, select it and click the ! button. To add a new Access Rule, click the Add button:
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(] Chunk 1 mask 00000000
] Chunk 2 mask 00000000
(] Chunk 3 maslk | 00000000
[ ] Chunk 4 mask | 00000000

[]State

Figure 6- 16. Access Rule Configuration window (Packet Content Mask)

To set the Access Rule for the Packet Content Mask, adjust the following parameters and click Apply.

Parameter Description
Profile ID This is the identifier number for this profile set.
Mode Select Permit to specify that the packets that match the access profile are forwarded by the

Switch, according to any additional rule added (see below).

Select Deny to specify that packets that match the access profile are not forwarded by the
Switch and will be filtered.

Select Mirror to specify that packets that match the access profile are mirrored to a port defined
in the Port Mirroring window. Port Mirroring must be enabled and a target port must be set.

Access ID (1-128)

Type in a unique identifier number for this access. This value can be set from 1 to 128.

Auto Assign — Ticking this check box will instruct the Switch to automatically assign an
Access ID for the rule being created.

Type

Selected profile based on Ethernet (MAC Address), IP address, Packet Content Mask or IPv6.
Ethernet instructs the Switch to examine the layer 2 part of each packet header.
IP instructs the Switch to examine the IP address in each frame's header.
Packet Content Mask instructs the Switch to examine the packet header.

IPv6 instructs the Switch to examine the IPv6 part of each packet header.
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Priority (0-7)

This parameter is specified to re-write the 802.1p default priority previously set in the Switch,
which is used to determine the CoS queue to which packets are forwarded to. Once this field is
specified, packets accepted by the Switch that match this priority are forwarded to the CoS
queue specified previously by the user.

Replace priority with — Tick the corresponding check box if you want to re-write the 802.1p
default priority of a packet to the value entered in the Priority field, which meets the criteria
specified previously in this command, before forwarding it on to the specified CoS queue.
Otherwise, a packet will have its incoming 802.1p user priority re-written to its original value
before being forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the QoS
section of this manual.

Group ID (1-4)

This field displays the mirror group’s identity.

Offset

This field will instruct the Switch to mask the packet header beginning with the offset value
specified:

Chunk 1 - Enter a value in hex form to mask the packet from the beginning of the packet
to the first chunk.

Chunk 2 - Enter a value in hex form to mask the packet from the end of the first chunk to
the end of the second chunk.

Chunk 3- Enter a value in hex form to mask the packet from the end of the second
chunk to the end of the third chunk.

Chunk 4 - Enter a value in hex form to mask the packet from the end of the third chunk
to the end of the fourth chunk.

Port

The Access Rule may be configured on a per-port basis by entering the port number of the
switch in the switch stack into this field. When a range of ports is to be configured, the Auto
Assign check box MUST be ticked in the Access ID field of this window. If not, the user will be
presented with an error message and the access rule will not be configured. The beginning and
end of the port list range are separated by a dash. Entering all will denote all ports on the
Switch.

Rx Rate (1-156249)

Use this to limit Rx bandwidth for the profile being configured. This rate is implemented using
the following equation: 1 value = 64kbit/sec. (ex. If the user selects an Rx rate of 10 then the
ingress rate is 640kbit/sec.) The user many select a value between 1 and 156249 or No Limit.
The default setting is No Limit.

Time Range Tick the check box and enter the name of the Time Range settings that has been previously
configured in the Time Range Settings window. This will set specific times when this access
rule will be implemented on the Switch.

Counter Tick the check box and use the pull-down menu to employ the Counter that will count the

packets identified with this rule. Users must note that if the Counter is employed in the ACL
Flow Meter function, the Counter will automatically be disabled here, regardless of this setting.

Replace DSCP (0-
63)

Select this option to instruct the Switch to replace the DSCP value (in a packet that meets the
selected criteria) with the value entered in the adjacent field.

To view the settings of a previously correctly configured rule, click £ in the Access Rule Table to view the following window:
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Access Rule Display

Show All Access Bule Entries

Figure 6- 17. Access Rule Display window (Packet Content Mask)

NOTE: When using the ACL Mirror function, ensure that the Port Mirroring
function is enabled and a target mirror port is set.

To configure the Access Rule for IPv6, open the Access Profile Table window and click Modify for an IPv6 entry. This will open
the following window:

Add Rule i

Access Rule Table

Prtie >
3 Permit  IPv6 1 View| X

show Al Access Profile Entries

Figure 6- 18. Access Rule Table window (IPv6)

To remove a previously created rule, click its corresponding % button. To add a new Access Rule, click the Add Rule button:
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Figure 6- 19. Access Rule Configuration window (IPv6)

To set the Access Rule for the IPv6, adjust the following parameters and click Apply.

Parameter Description
Profile ID This is the identifier number for this profile set.
Mode Select Permit to specify that the packets that match the access profile are forwarded by the

Switch, according to any additional rule added (see below).

Select Deny to specify that packets that match the access profile are not forwarded by the Switch
and will be filtered.

Select Mirror to specify that packets that match the access profile are mirrored to a port defined in
the Port Mirroring window. Port Mirroring must be enabled and a target port must be set.

Access ID (1-128)

Type in a unique identifier number for this access rule. This value can be set from 1 to 128.

e Auto Assign — Ticking this check box will instruct the Switch to automatically assign an
Access ID for the rule being created.

Type

Selected profile based on Ethernet (MAC Address), IP address, Packet Content, or IPv6 address.
e Ethernet instructs the Switch to examine the layer 2 part of each packet header.
e |P instructs the Switch to examine the IP address in each frame's header.
e Packet Content Mask instructs the Switch to examine the packet header.

e |Pv6 instructs the Switch to examine the IPv6 address in each frame's header.

Priority (0-7)

This parameter is specified to re-write the 802.1p default priority previously set in the Switch,
which is used to determine the CoS queue to which packets are forwarded to. Once this field is
specified, packets accepted by the Switch that match this priority are forwarded to the CoS queue
specified previously by the user.

replace priority — Tick the corresponding check box to re-write the 802.1p default priority of a
packet to the value entered in the Priority field, which meets the criteria specified previously in this
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command, before forwarding it on to the specified CoS queue. Otherwise, a packet will have its
incoming 802.1p user priority re-written to its original value before being forwarded by the Switch.

For more information on priority queues, CoS queues and mapping for 802.1p, see the QoS
section of this manual.

Group ID (1-4)

This field displays the mirror group’s identity.

Class (0-255)

Entering a value between 0 and 255 will instruct the Switch to examine the class field of the IPv6
header. This class field is a part of the packet header that is similar to the Type of Service (ToS)
or Precedence bits field of IPv4.

Flow Label (0- Configuring this field, in hex form, will instruct the Switch to examine the flow label field of the

FFFFF) IPv6 header. This flow label field is used by a source to label sequences of packets such as non-
default quality of service or real time service packets.

Source IPv6 The user may specify an IP address mask for the source IPv6 address by entering the IP address

Address mask, in hex form.

Destination IPv6

The user may specify an IP address mask for the destination IPv6 address by and entering the IP

Address address mask, in hex form.

Port The Access Rule may be configured on a per-port basis by entering the port number of the
Switch.

Rx Rate (1- Use this to limit Rx bandwidth for the profile being configured. This rate is implemented using the

156249) following equation: 1 value = 64kbit/sec. (ex. If the user selects an Rx rate of 10 then the ingress
rate is 640kbit/sec.) The user many select a value between 1 and 156249 or No Limit. The default
setting is No Limit.

Time Range Tick the check box and enter the name of the Time Range settings that has been previously
configured in the Time Range Settings window. This will set specific times when this access rule
will be implemented on the Switch.

Counter Tick the check box and use the pull-down menu to employ the Counter that will count the packets

identified with this rule. Users must note that if the Counter is employed in the ACL Flow Meter
function, the Counter will automatically be disabled here, regardless of this setting.

To view the settings of a previously correctly configured rule, click ﬂl in the Access Rule Table window to view the following:

Class

Access Rule Display

Profile ID
Access ID
Mode

Priority

Flow Label

Source IPvoO
Destination IPv6

Protocol

Show All Access Rule Entries

TCP -- src port: 0, dst port: 0

No Limit

Figure 6- 20. Access Rule Display window (IPv6)
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ACL Flow Meter

Before configuring the ACL Flow Meter, here is a list of acronyms and terms users will need to know.

trTCM - Two Rate Three Color Marker. This, along with the srTCM, are two methods available on the switch for metering and
marking packet flow. The trTCM meters and IP flow and marks it as a color based on the flow’s surpassing of two rates, the CIR
and the PIR.

CIR — Committed Information Rate. Common to both the trTCM and the srTCM, the CIR is measured in bytes of IP
packets. IP packet bytes are measured by taking the size of the IP header but not the link specific headers. For the trTCM,
the packet flow is marked green if it doesn’t exceed the CIR and yellow if it does. The configured rate of the CIR must
not exceed that of the PIR. The CIR can also be configured for unexpected packet bursts using the CBS and PBS fields.

CBS - Committed Burst Size. Measured in bytes, the CBS is associated with the CIR and is used to identify packets that
exceed the normal boundaries of packet size. The CBS should be configured to accept the biggest IP packet that is
expected in the IP flow.

PIR - Peak Information Rate. This rate is measured in bytes of IP packets. IP packet bytes are measured by taking the
size of the IP header but not the link specific headers. If the packet flow exceeds the PIR, that packet flow is marked red.
The PIR must be configured to be equal or more than that of the CIR.

PBS — Peak Burst Size. Measured in bytes, the PBS is associated with the PIR and is used to identify packets that exceed
the normal boundaries of packet size. The PBS should be configured to accept the biggest IP packet that is expected in
the IP flow.

srTCM - Single Rate Three Color Marker. This, along with the trTCM, are two methods available on the switch for metering and
marking packet flow. The srTCM marks its IP packet flow based on the configured CBS and EBS. A packet flow that does not
reach the CBS is marked green, if it exceeds the CBS but not the EBS its marked yellow, and if it exceeds the EBS its marked red.

CBS - Committed Burst Size. Measured in bytes, the CBS is associated with the CIR and is used to identify packets that
exceed the normal boundaries of packet size. The CBS should be configured to accept the biggest IP packet that is
expected in the IP flow.

EBS — Excess Burst Size. Measured in bytes, the EBS is associated with the CIR and is used to identify packets that
exceed the boundaries of the CBS packet size. The EBS is to be configured for an equal or larger rate than the CBS.

DSCP - Differentiated Services Code Point. The part of the packet header where the color will be added. Users may change the
DSCP field of incoming packets.

The ACL Flow Meter function will allow users to color code IP packet flows based on the rate of incoming packets. Users have
two types of Flow metering to choose from, trTCM and srTCM, as explained previously. When a packet flow is placed in a color
code, the user can choose what to do with packets that have exceeded that color-coded rate.

Green — When an IP flow is in the green mode, its configurable parameters can be set in the Conform field, where the packets can
have their DSCP field changed. This is an acceptable flow rate for the ACL Flow Meter function.

Yellow — When an IP flow is in the yellow mode, its configurable parameters can be set in the Exceed field. Users may choose to
either Permit or Drop exceeded packets. Users may also choose to change the DSCP field of the packets.

Red — When an IP flow is in the red mode, its configurable parameters can be set in the Exceed field. Users may choose to either
Permit or Drop exceeded packets. Users may also choose to change the DSCP field of the packets.

Users may also choose to count exceeded packets by clicking the Counter check box. If the counter is enabled, the counter setting
in the access profile will be disabled. Users may only enable two counters for one flow meter at any given time.

To view this window, click ACL > ACL Flow Meter, as shown below:
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Total Entries: 0

Figure 6- 21. ACL Flow Meter Table window

The previous window allows users to view the ACL profile and rule that is utilizing the ACL Flow Meter function, and the mode
associated with that profile and rule. Users may search a particular Profile ID or Access ID by entering that value into one of the
available fields and clicking Search. The result should be displayed in the table. Click Show All to show all ACL Profiles and
Access IDs that are utilizing the ACL Flow Metering function. To add an ACL Flow Meter configuration for an Access Profile
and Rule, click the Add button, which will display the following window for users to configure.

ACL Flow Meter Configuration

Profile ID (1-14) |

Access ID (1-128) |

CIR (0-156249)64Kbps [
PIR (0-156249)64Kbps [
[]1CBS (0-16384)Kbyte [
CIPBS (0-16384)Kbyte

CIR (0-156249)64Kbps [

® TCM

O s«TCM CBS (0-16384)Kbyte [
EBS (0-16384)Kbyte [
[ Replace DSCP (0-63 [

Conform eplace (0-63)
[ 1 Counter

Exceed & Permit O Drop

O Replace DSCP (0-63) (] Counter

Violate & Permit O Drop

O Replace DSCP (0-63) (] Counter

Show All ACL Flow Meter Entries

Figure 6- 22. ACL Flow Meter Configuration window
The following fields may be configured:

Parameter Description

Profile ID (1-14) Enter the pre-configured Profile ID for which to configure the ACL Flow Metering parameters.

Access ID (1-128) | Enter the pre-configured Access ID for which to configure the ACL Flow Metering parameters.

Mode In this field the user may choose they type of mode to be employed for the ACL Flow Meter
function, and then the limits of the packet flow.

trTCM Choosing this field will allow users to employ the Two Rate Three Color Mode and set the

325




following parameters to determine the color rate of the IP packet flow.

CIR — The Committed Information Rate can be set between 0 and 156249. IP flow rates at or
below this level will be considered green. IP flow rates that exceed this rate but not the PIR rate
are considered yellow.

PIR — The Peak information Rate. IP flow rates that exceed this setting will be considered as
red. This field must be set at an equal or higher value than the CIR.

CBS — The Committed Burst Size. Used to gauge packets that are larger than the normal IP
packets. Click the check box to employ the CBS. This field does not have to be set for this
feature to function properly but is to be used in conjunction with the CIR setting. The CBS should
be configured to accept the biggest IP packet that is expected in the IP flow.

PBS - The Peak Burst Size. This optional field is to be used in conjunction with the PIR. The
PBS should be configured to accept the biggest IP packet that is expected in the IP flow.

srTCM

Choosing this field will allow users to employ the Single Rate Three Color Mode and set the
following parameters to determine the color rate of the IP packet flow.

CIR — The Committed Information Rate can be set between 0 and 156249. The color rates are
based on the following two fields which are used in conjunction with the CIR.

CBS — Committed Burst Size. Measured in bytes, the CBS is associated with the CIR and is
used to identify packets that exceed the normal boundaries of packet size. The CBS should be
configured to accept the biggest IP packet that is expected in the IP flow. Packet flows that are
lower than this configured value are marked green. Packet flows that exceed this value but are
less than the EBS value are marked yellow.

EBS — Excess Burst Size. Measured in bytes, the EBS is associated with the CIR and is used to
identify packets that exceed the boundaries of the CBS packet size. The EBS is to be configured
for an equal or larger rate than the CBS. Packet flows that exceed this value are marked as red.

Action

This field is used to determine the course of action when a packet flow has been marked as a
color, based on the following fields.

Conform

This field denotes the green packet flow. Green packet flows may have their DSCP field
rewritten to a value stated in this field. Users may also choose to count green packets by ticking
the Counter check box.

Exceed

This field denotes the yellow packet flow. Yellow packet flows may have excess packets
permitted through or dropped. Users may replace the DSCP field of these packets by checking
its radio button and entering a new DSCP value in the allotted field. Users may also choose to
count yellow packets by ticking the Counter check box.

Violate

This field denotes the red packet flow. Red packet flows may have excess packets permitted
through or dropped. Users may replace the DSCP field of these packets by checking its radio
button and entering a new DSCP value in the allotted field. Users may also choose to count
yellow packets by ticking the Counter check box.

Click Apply to save changes made. To view the ACL Flow Meter configurations for a particular Profile and Access ID, click its
corresponding View button, as seen in the ACL Flow Meter Table window that will display the following read-only window.

326




ACL Flow Meter Display
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PIR: 120000 (Kbps)
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Ezceed Permit _
Counter: Dhisable
Eeplace DECE: ———---
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Clounter: Dhizable

chow Al ACL Flow Meter Entries

Figure 6- 23. ACL Flow Meter Display window

CPU Interface Filtering

Due to a chipset limitation and the need for extra switch security, the Switch incorporates CPU Interface filtering. This added
feature increases the running security of the Switch by enabling the user to create a list of access rules for packets destined for the
Switch’s CPU interface. Employed similarly to the Access Profile feature previously mentioned, CPU interface filtering examines
Ethernet, IP, Packet Content Mask and IPv6 packet headers destined for the CPU and will either forward them or filter them,
based on the user’s implementation. As an added feature for the CPU Filtering, the Switch allows the CPU filtering mechanism to
be enabled or disabled globally, permitting the user to create various lists of rules without immediately enabling them.

Creating an access profile for the CPU is divided into two basic parts. The first is to specify which part or parts of a frame the
Switch will examine, such as the MAC source address or the IP destination address. The second part is entering the criteria the
Switch will use to determine what to do with the frame. The entire process is described below.

CPU Interface Filtering State

In the following window, the user may globally enable or disable the CPU Interface Filtering mechanism by using the pull-down
menu to change the running state.

To view this window, click ACL > CPU Interface Filtering > CPU Interface Filtering State, as shown below:

CPU Interface Filtering State Settings

Figure 6- 24. CPU Interface Filtering State Settings window
Choose Enabled to enable CPU packets to be scrutinized by the Switch and Disabled to disallow this scrutiny.

CPU Interface Filtering Table

This window allows the user to create a new profile for the CPU Interface Filtering Table.

327



To view this windw, click ACL > CPU Interface Filtering > CPU Interface Filtering Table, as shown below:
Add Profile 1

Total Rule Entries:0
CPU Interface Filtering Table

roie> e

Figure 6- 25. CPU Interface Filtering Table window

To add an entry to the CPU Interface Filtering Table, click the Add Profile button. This will open the CPU Interface Filtering
Profile Configuration window, as shown below: There are four CPU Access Profile Configuration windows; one for Ethernet
(or MAC address-based) profile configuration, one for IP address-based profile configuration, one for the Packet Content Mask
and one for IPv6. Users can switch between the four CPU Access Profile Configuration windows by using the Type drop-down
menu. The window shown below is the CPU Interface Filtering Configuration window for Ethernet.

CPU Interface Filtering Configuration
Profile ID (1-5) 1

Ethernet v
'LAN [
Source MAC []
Destination MAC []
Ethernet Type L]

Show All CPU Interface Filtering Table Entries

Figure 6- 26. CPU Interface Filtering Configuration window (Ethernet)

Parameter Description
Profile ID (1-5) Type in a unique identifier number for this profile set. This value can be set from 1 to 5.
Type Select profile based on Ethernet (MAC Address), IP address or Packet Content Mask or IPv6

address. This will change the menu according to the requirements for the type of profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet header.
Select IP to instruct the Switch to examine the IP address in each frame's header.
Select Packet Content Mask to specify a mask to hide the content of the packet header.
Select IPv6 to instruct the Switch to examine the IPv6 address in each frame's header.

VLAN Selecting this option instructs the Switch to examine the VLAN identifier of each packet header
and use this as the full or partial criterion for forwarding.

Source MAC Source MAC Mask - Enter a MAC address mask for the source MAC address.

Destination MAC | Destination MAC Mask - Enter a MAC address mask for the destination MAC address.

Ethernet type Selecting this option instructs the Switch to examine the Ethernet type value in each frame's
header.

Click Apply to set this entry in the Switch’s memory.
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The window shown below is the CPU Interface Filtering Configuration for IP window.

Profile ID (1-5)

CPU Interface Filtering Configuration

Source IP Mask
Destination TP Mask

W
ICMP type  code
IGMP type
src port mask
dst port mask
TCP flag bit
urg ack psh
rst sVn fin
UDP src port mask
dst port mask
Protocol id user mask

Show All CPU Interface Filtering Table Entries

Figure 6- 27. CPU Interface Filtering Configuration window (IP)

The following parameters can be modified:

Parameter

Description

Profile ID (1-5)

Type in a unique identifier number for this profile set. This value can be set from 1 to 5.

Type

Select profile based on Ethernet (MAC Address), IP address or Packet Content Mask or
IPv6 address. This will change the menu according to the requirements for the type of
profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet
header.

Select IP to instruct the Switch to examine the IP address in each frame's header.

Select Packet Content Mask to specify a mask to hide the content of the packet
header.

Select IPv6 to instruct the Switch to examine the IPv6 address in each frame's
header.

VLAN

Selecting this option instructs the Switch to examine the VLAN part of each packet header
and use this as the criterion, or part of the criterion for forwarding.

Source IP Mask

Enter an IP address mask for the source IP address.

Destination IP Mask

Enter an IP address mask for the destination IP address.

DSCP Selecting this option instructs the Switch to examine the DiffServ Code part of each packet
header and use this as the, or part of the criterion for forwarding.
Protocol Selecting this option instructs the Switch to examine the protocol type value in each frame's
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header. Users must then specify what protocol(s) to include according to the following
guidelines:

Select ICMP to instruct the Switch to examine the Internet Control Message Protocol (ICMP)
field in each frame's header.

Select Type to further specify that the access profile will apply an ICMP type value,
or specify Code to further specify that the access profile will apply an ICMP
code value.

Select IGMP to instruct the Switch to examine the Internet Group Management Protocol
(IGMP) field in each frame's header.

Select Type to further specify that the access profile will apply an IGMP type value.

Select TCP to use the TCP port number contained in an incoming packet as the forwarding
criterion. Selecting TCP requires that you specify a source port mask and/or a destination
port mask. The user may also identify which flag bits to filter. Flag bits are parts of a packet
that determine what to do with the packet. The user may filter packets by filtering certain flag
bits within the packets, by checking the boxes corresponding to the flag bits of the TCP field.
The user may choose between urg (urgent), ack (acknowledgement), psh (push), rst (reset),
syn (synchronize), fin (finish).
src port mask - Specify a TCP port mask for the source port in hex form (hex 0x0-
0xffff), which you wish to filter.
dst port mask - Specify a TCP port mask for the destination port in hex form (hex
0x0-0xffff) which you wish to filter.

Select UDP to use the UDP port number contained in an incoming packet as the forwarding
criterion. Selecting UDP requires that you specify a source port mask and/or a destination
port mask.

src port mask - Specify a UDP port mask for the source port in hex form (hex 0x0-
Oxffff).

dst port mask - Specify a UDP port mask for the destination port in hex form (hex
0x0-0xffff).

Protocol id - Enter a value defining the protocol ID in the packet header to mask. Specify the
protocol ID mask in hex form (hex 0x0-0xff).

Click Apply to set this entry in the Switch’s memory.
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The window shown below is the CPU Interface Filtering Configuration window for the Packet Content Mask.

Offset

CPU Interface Filtering Configuration
Profile ID (1-5) 1

Show All CPU Interface Filtering Table Entries

mask
mask
mask
mask

mask
mask
mask
mask

mask
mask
mask
mask

mask
mask
mask
mask

mask
mask
mask
mask

[] vahe (0-15)

[ vale (16-31)

[] vaue (32-47)

[ value (48-63)

[ value (64-79)

Figure 6- 28. CPU Interface Filtering Configuration window (Packet Content)

This window will aid the user in configuring the Switch to mask packet headers beginning with the offset value specified. The
following fields are used to configure the Packet Content Mask:

Parameter

Description

Profile ID (1-5)

Type in a unique identifier number for this profile set. This value can be set from 1 to 5.

Type

Select profile based on Ethernet (MAC Address), IP address or Packet Content Mask or
IPv6 address. This will change the menu according to the requirements for the type of
profile.

Select Ethernet to instruct the Switch to examine the layer 2 part of each packet
header.
Select IP to instruct the Switch to examine the IP address in each frame's header.

Select Packet Content Mask to specify a mask to hide the content of the packet
header.

Select IPv6 t instruct the Switch to examine the IPv6 address in each frame's header.
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Offset

This field will instruct the Switch to mask the packet header beginning with the offset value
specified:

value (0-15) — Enter a value in hex form to mask the packet from the beginning of the
packet to the 15th byte.

value (16-31) — Enter a value in hex form to mask the packet from byte 16 to byte 31.

value (32-47) — Enter a value in hex form to mask the packet from byte 32 to byte 47.

value (48-63) — Enter a value in hex form to mask the packet from byte 48 to byte 63.

value (64-79) — Enter a value in hex form to mask the packet from byte 64 to byte 79.

Click Apply to implement changes made.

The window shown below is the IPv6 configuration window.

CPU Interface Filtering Configuration

Profile ID (1-5) 1
. IPv6 v
Class []
Flow Label []
Source IPv6 Mask {3 |0000:0000:0000:0000:000
Destination IPv6 Mask 3 |0000-0000:0000:0000:000

Show All CPU Interface Filtering Table Entries

Figure 6- 29. CPU Interface Filtering Configuration window (IPv6)

The following fields are used to configure the Packet Content Mask:

Parameter Description

Profile ID

This is the identifier number for this profile set. Up to five profile ID configurations can be
created.

Type Selected profile based on Ethernet (MAC Address), IP address, Packet Content Mask or
IPVv6.
Ethernet instructs the Switch to examine the layer 2 part of each packet header.
IP instructs the Switch to examine the IP address in each frame's header.
Packet Content Mask instructs the Switch to examine the packet header.
IPv6 instructs the Switch to examine the IPv6 part of each packet header.
Class Tick this check box to instruct the Switch to examine the class field of the IPv6 header. This
class field is a part of the packet header that is similar to the Type of Service (ToS) or
Precedence bits field of IPv4.
Flow Label Configuring this field, in hex form, will instruct the Switch to examine the flow label field of

the IPv6 header. This flow label field is used by a source to label sequences of packets such
as non-default quality of service or real time service packets.

Source IPv6 Address

The user may specify an IP address mask for the source IPv6 address by entering the IP
address mask, in hex form.

Destination IPv6

The user may specify an IP address mask for the destination IPv6 address by and entering
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Address the IP address mask, in hex form.

Click Apply to implement changes made.

To establish the rule for a previously created CPU Access Profile:

To view this window, click ACL > CPU Interface Filtering > CPU Interface Filtering Table, as shown below:

Add Profile | Clear Al |

Total Rule Entries:0

I

Profile D Access Rule |
1 _Modity |
2 _Modity |
3 _Modity |
4 _Modity |

CPU Interface Filtering Table

Profile ID Type
Ethernet

Access Rule

FPaclet Content
TP+

Yiew

Yiew

Yiew

Yiew

Figure 6- 30. CPU Interface Filtering Table window - Add

In this window, the user may add a rule to a previously created CPU access profile by clicking the corresponding Add Rule
button of the entry to configure Ethernet, IPv4, Packet Content Mask, or IPv6.

A Hulel

Perrmt

CPU Interface Filtering Rule Table

proie D fiode [irpe Jaccens > ispifDeie
1 : |

chow All CPT Interface Fiterms Entries

Figure 6- 31. CPU Interface Filtering Rule Table window

Click the Add Rule button to continue on to the CPU Interface Filtering Rule Table window. A new and unique window, for
Ethernet, IP, Packet Content and IPv6 will open as shown in the examples below.

To change a rule for a previously created CPU Access Profile Rule:

The CPU Interface Filtering Rule Configuration window allows the user to create a rule for a previously created CPU Access

Profile.




Mode

CPU Interface Filtering Rule Configuration
Profile ID

Access ID (1-100) 1

'LAN Name
Source MAC
Destination MAC 00-00-00-00-00-00
Ethernet Type 0000

Time Range

]
g <1k
3 3

Show All CPU Interface Filtering Bule Entries

1
@ Permit O Deny

Ethernet

00-00-00-00-00-00

Range Name [ ]

Figure 6- 32. CPU Interface Filtering Rule Configuration window (Ethernet)

To set the CPU Access Rule for Ethernet, adjust the following parameters and click Apply.

Parameters Description
Profile ID This is the identifier number for this profile set.
Mode Select Permit to specify that the packets that match the access profile are forwarded by the
Switch, according to any additional rule added (see below).
Select Deny to specify that packets that do not match the access profile are not forwarded by the
Switch and will be filtered.
Access ID Type in a unique identifier number for this access and priority. This value can be set from 1 to
100.
Type Selected profile based on Ethernet (MAC Address), IP address, Packet Content Mask or IPv6.
Ethernet instructs the Switch to examine the layer 2 part of each packet header.
IP instructs the Switch to examine the IP address in each frame's header.
Packet Content Mask instructs the Switch to examine the packet header.
IPVv6 instructs the Switch to examine the IPv6 part of the packet header.
VLAN Name Allows the entry of a name for a previously configured VLAN.
Source MAC Source MAC Address — Enter a MAC Address for the source MAC address.
Destination Destination MAC Address — Enter a MAC Address mask for the destination MAC address.
MAC
Ethernet Type Specifies that the access profile will apply only to packets with this hexadecimal 802.1Q Ethernet
type value (hex 0x0-0xffff) in the packet header. The Ethernet type value may be set in the form:
hex 0x0-Oxffff, which means the user may choose any combination of letters and numbers
ranging from a-f and from 0-9.
Port The CPU Access Rule may be configured on a per-port basis by entering the port number of the

Switch.
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Time Range

Click the check box and enter the name of the Time Range settings that has been previously
configured in the Time Range Settings window. This will set specific times when this CPU
access rule will be implemented on the Switch.

To view the settings of a previously configured rule, click ﬂ in the Access Rule Table to view the following window:

CPU Interface Filtering Rule Display

poe |
e |
TN

VLAN Name G

sSource MAC
Destination MAC

show AL CPTT Interface Filtering Eule Entries

Figure 6- 33. CPU Interface Filtering Rule Display window (Ethernet)

The following window is the CPU Interface Filtering Rule Table for IP.

Add Rule 1

CPU Interface Filtering Rule Table

G LT

Permit IF View X

show AN CPT Interface Filtering Entries

Figure 6- 34. CPU Interface Filtering Rule Table window (IP)

To create a new rule set for an access profile click the Add button. A new window is displayed. To remove a previously created
rule, click the corresponding *! button. The following window is used for the CPU IP Rule configuration.
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CPU Interface Filtering Rule Configuration

Profile ID 2
Mode
Access ID (1-100)

@ Permit ) Deny

Tvpe

VLAN Name
Source IP
Destination IP
DSCP (0-63)

Time Range

Show All CPU Interface Filtering Bule Entries

Range Name [ |

Figure 6- 35. CPU Interface Filtering Rule Configuration window (IP)

Configure the following Access Rule Configuration settings for IP:

Parameter Description
Profile ID This is the identifier number for this profile set.
Mode Select Permit to specify that the packets that match the access profile are forwarded by the
Switch, according to any additional rule added (see below).
Select Deny to specify that packets that do not match the access profile are not forwarded by the
Switch and will be filtered.
Access ID Type in a unique identifier number for this access and priority. This value can be set from 1 to
100.
Type Selected profile based on Ethernet (MAC Address), IP address, Packet Content Mask or IPv6.
Ethernet instructs the Switch to examine the layer 2 part of each packet header.
IP instructs the Switch to examine the IP address in each frame's header.
Packet Content Mask instructs the Switch to examine the packet header.
IPv6 instructs the Switch to examine the IPv6 part of the packet header.
VLAN Name Allows the entry of a name for a previously configured VLAN.
Source IP Source IP Address - Enter an IP Address mask for the source IP address.
Destination IP Destination IP Address- Enter an IP Address mask for the destination IP address.
DSCP (0-63) This field allows the user to enter a DSCP value in the space provided, which will instruct the
Switch to examine the DiffServ Code part of each packet header and use this as the, or part of
the criterion for forwarding. The user may choose a value between 0 and 63.
Port The CPU Access Rule may be configured on a per-port basis by entering the port number of the
Switch.
Time Range Tick the check box and enter the name of the Time Range settings that has been previously
configured in the Time Range Settings window. This will set specific times when this CPU
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access rule will be implemented on the Switch.

View

To view the settings of a previously correctly configured rule, click _I in the Access Rule Table to view the following window:

CPU Interface Filtering Rule Display

Profile ID .
Access ID 1
Mode Permit
P

VLAN Name

SourceIP = |EEEES
Destination I[P EEEEES
psce 0202020202020 e
Protocol @ [EE=EEE

Port

Show All CPU Interface Filtering Bule Entries

Figure 6- 36. CPU Interface Filtering Rule Display window (IP)

The following window is the CPU Interface Filtering Rule Table for Packet Content.

Add Rule ]

CPU Interface Filtering Rule Table

CPUIntefsco Fiering RuleTable
1 1

Permit  Packet Content view| X

show Al CPTT Interface Filtening Entries

Figure 6- 37. CPU Interface Filtering Rule Table window (Packet Content)

To remove a previously created rule, select it and click the Xl button. To add a new CPU Access Rule, click the Add button:
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Profile ID 3
Mode ) Permit () Deny
Access ID (1-100) 1
Packet Content
mask
[ value (0-15) mask
mask
mask
mask
[ value (16-31) mask
mask
mask
mask
[] value (32-47) mask
mask
mask
mask
[ value (48-63) mask
mask
mask
mask
[ value (64-79) mask
mask
mask
Time Range Range Name [ |

Figure 6- 38. CPU Interface Filtering Rule Configuration window (Packet Content Mask)

To set the Access Rule for Ethernet, adjust the following parameters and click Apply.

Parameters Description
Profile ID This is the identifier number for this profile set.
Mode Select Permit to specify that the packets that match the access profile are forwarded by the

Switch, according to any additional rule added (see below).

Select Deny to specify that packets that do not match the access profile are not forwarded by
the Switch and will be filtered.

Access ID Type in a unique identifier number for this access. This value can be set from 1 to 100.
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Type

Selected profile based on Ethernet (MAC Address), IP address, Packet Content Mask, or IPv6.

Ethernet instructs the Switch to examine the layer 2 part of each packet header.
IP instructs the Switch to examine the IP address in each frame's header.
Packet Content Mask instructs the Switch to examine the packet header.

IPv6 instructs the Switch to examine the IPv6 part of the packet header.

Offset

This field will instruct the Switch to mask the packet header beginning with the offset value
specified:
value (0-15) - Enter a value in hex form to mask the packet from the beginning of the
packet to the 15th byte.
value (16-31) - Enter a value in hex form to mask the packet from byte 16 to byte 31.
value (32-47) - Enter a value in hex form to mask the packet from byte 32 to byte 47.
value (48-63) - Enter a value in hex form to mask the packet from byte 48 to byte 63.
value (64-79) - Enter a value in hex form to mask the packet from byte 64 to byte 79.

Port

The CPU Access Rule may be configured on a per-port basis by entering the port number of the
Switch.

Time Range

Click the check box and enter the name of the Time Range settings that has been previously
configured in the Time Range Settings window. This will set specific times when this CPU
access rule will be implemented on the Switch.

View|

To view the settings of a previously correctly configured rule, click _| in the Access Rule Table to view the following window:

CPU Interface