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Preface

Intended Audience

The target audience for this reference guide is Administrators who are responsible for configuring
and managing D-Link Firewalls which are running the NetDefendOS operating system. This guide
assumes that the reader has some basic knowledge of networks and network security.

Text Structure and Conventions

The text is broken down into chapters and sub-sections. Numbered sub-sections are shown in the
table of contents at the beginning. An index is included at the end of the document to aid with
alphabetical lookup of subjects.

Where a " See chapter/section™ link (such as: see) is provided in the main text this can be clicked to
take the reader directly to that reference.

Text that may appear in the user interface of the product is designated by being in bold case. Where
isterm is being introduced for the first time or being stressed it may appear in a italics.

Where console interaction is shown in the main text outside of an example this will appear in a box
with agray background.

Where aweb address reference is shown in the text this will open the specified URL in a browser in
a new window when clicked (some systems may not allow this). For example:
http://www.dlink.com.

Examples

Examples in the text are denoted by the header Example and appear with a gray background as
shown below. They contain a CLI example and/or a Web Interface example as appropriate. (The
accompanying "CLI| Reference Guide" documents all CLI commands).

Example 1. Example Notation

Information about what the example is trying to achieve is found here, sometimes with an explanatory image.
CLI

The Command Line Interface example would appear here. It would start with the command prompt followed by
the command:

gwwor |l d: /> somecomrand somnepar anmet er =sonmeval ue

Web Interface

The Web Interface actions for the example are shown here. They are typically a numbered list showing what
items in the tree-view list at the left of the interface or in the menu bar or in a context menu need to be opened
followed by information about the data items that need to be entered:

1. Gotoltem X >Item Y > Item Z

2. Now enter:

¢ Datalteml: datavaluel

¢ Dataltem2: datavalue2
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Highlighted Content Preface

Highlighted Content

Specia sections of text which the reader should pay special attention to are indicated by icons on the
left hand side of the page followed by a short paragraph in italicized text. Such sections are of the
following types with the following purposes:

Note

This indicates some piece of information that is an addition to the preceding text. It
may concern something that is being emphasized, or something that is not obvious or
explicitly stated in the preceding text.

Tip
This indicates a piece of non-critical information that is useful to know in certain
situations but is not essential reading.

Caution
This indicates where the reader should be careful with their actions as an undesirable
situation may result if careis not exercised.

| mportant
Thisis an essential point that the reader should read and under stand.

Warning
Thisis essential reading for the user as they should be aware that a serious situation
may result if certain actions are taken or not taken.
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Chapter 1. Product Overview

This chapter outlines the key features of NetDefendOS.
* About D-Link NetDefendOS, page 14
* NetDefendOS Architecture, page 16

* NetDefendOS State Engine Packet Flow, page 19

1.1. About D-Link NetDefendOS

D-Link NetDefendOS is the firmware, the software engine that drives and controls all D-Link
Firewall products.

Designed as a network security operating system, NetDefendOS features high throughput
performance with high reliability plus super-granular control. In contrast to products built on
standard operating systems such as Unix or Microsoft Windows, NetDefendOS offers seamless
integration of al subsystems, in-depth administrative control of al functionality as well as a
minimal attack surface which helps negate the risk of being atarget for security attacks.

From the administrator's perspective the conceptual approach of NetDefendOS is to visualize
operations through a set of logical building blocks or objects, which alow the configuration of the
product in an almost limitless number of different ways. This granular control alows the
administrator to meet the requirements of the most demanding network security scenario.

NetDefendOS is an extensive and feature-rich network operating system. The list below presents the
most essential features:

IP Routing NetDefendOS provides a variety of options for IP routing
including static routing, dynamic routing, as well as multicast
routing capabilities. In addition, NetDefendOS supports
features such as Virtual LANs, Route Monitoring, Proxy ARP
and Transparency. For more information, please see
Chapter 4, Routing.

Address Trandation For functionality as well as security reasons, NetDefendOS
supports policy-based address translation. Dynamic Address
Trandation (NAT) as well as Static Address Trandation
(SAT) is supported, and resolves most types of address
translation needs. This feature is covered in Chapter 7,
Address Tranglation.

Firewalling At the heart of the product, NetDefendOS features stateful
inspection-based firewalling for common protocols such as
TCP, UDP and ICMP. As an administrator, you have the
possibility to define detailed firewalling policies based on
source and destination network and interface, protocol, ports,
user credentials, time-of-day and much more. Section 3.5,
“The IP Rule Set”, describes how to use the firewalling
aspects of NetDefendOS.

Intrusion Detection and To mitigate application-layer attacks towards vulnerabilities
Prevention in services and applications, NetDefendOS provides a
powerful Intrusion Detection and Prevention (IDP) engine.
The IDP engine is policy-based and is able to perform
high-performance scanning and detection of attacks and can
perform blocking and optional black-listing of attacking
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Anti-Virus

Web Content Filtering

Virtual Private Networking

Traffic Management

Operationsand Maintenance

ZoneDefense

hosts. For more information about the IDP capabilities of
NetDefendOS, please see Section 6.5, “Intrusion Detection
and Prevention”.

NetDefendOS features integrated gateway anti-virus
functionality. Traffic passing through the gateway can be
subjected to in-depth scanning for viruses, and attacking hosts
can be blocked and black-listed at your choice. Section 6.4,
“Anti-Virus Scanning”, provides more information about how
to use the integrated anti-virus feature.

NetDefendOS provides various mechanisms for filtering web
content that is deemed inappropriate according to your web
usage policy. Web content can be blocked based on category,
malicious objects can be removed and web sites can be
whitelisted or blacklisted in multiple policies. For more
information, please see Section 6.3, “Web Content Filtering”.

A device running NetDefendOS is highly suitable for
participating in a Virtual Private Network (VPN).
NetDefendOS supports IPsec, L2TP and PPTP based VPNs
concurrently, can act as either server or client for al of the
VPN types, and can provide individual security policies for
each VPN tunnel. Virtual Private Networking is covered in
detail by Chapter 9, VPN.

With the support of Traffic Shaping, Threshold Rules and
Server Load Balancing features, NetDefendOS is optimal for
traffic management. The Traffic Shaping feature enables
fine-granular limiting and balancing of bandwidth; Threshold
Rules allows for implementing various types of thresholds
where to aarm or limit network traffic, and Server Load
Balancing enables a device running NetDefendOS to
distribute network load to multiple hosts. Chapter 10, Traffic
Management, provides more detailed information on the
various traffic management capabilities.

To facilitate management of a NetDefendOS device,
administrative control is enabled through a Web-based User
Interface or via the Command Line Interface. In addition,
NetDefendOS provides very detailed event and logging
capabilities and support for monitoring using standards such
as SNMP. For more information, please see Chapter 2,
Management and Maintenance.

NetDefendOS can be used to control D-Link switches using
the ZoneDefense feature.

Reading through this documentation carefully will ensure that you get the most out of your
NetDefendOS product. In addition to this document, the reader should also be aware of the

companion volumes:

» The NetDefendOS CLI Guide which details all NetDefendOS console commands.

e The NetDefendOS Log Reference Guide which details all NetDefendOS log event messages.

These documents together form the essential documentation for NetDefendOS operation.

Note

High Availability, Anti-Virus, Web Content Filtering and ZoneDefense are not
available with some models as specified in the chapters relating to those features.
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1.2. NetDefendOS Architecture
1.2.1. State-based Architecture

The NetDefendOS architecture is centered around the concept of state-based connections.
Traditional 1P routers or switches commonly inspect al packets and then perform forwarding
decisions based on information found in the packet headers. With this approach, packets are
forwarded without any sense of context which eliminates any possibility to detect and anayze
complex protocols and enforce corresponding security policies.

Stateful Inspection

NetDefendOS employs a technique called stateful inspection which means that it inspects and
forwards traffic on a per-connection basis. NetDefendOS detects when a new connection is being
established, and keeps a small piece of information or state in it's state table for the lifetime of that
connection. By doing this, NetDefendOS is able to understand the context of the network traffic,
which enables it to perform in-depth traffic scanning, apply bandwidth management and much
more.

The stateful inspection approach additionally provides high throughput performance with the added
advantage of a design that is highly scalable. The NetDefendOS subsystem that implements stateful
inspection will sometimes be referred to in documentation as the NetDefendOS state-engine.

1.2.2. NetDefendOS Building Blocks

The basic building blocks in NetDefendOS are interfaces, logical objects and various types of rules
(or rule sets).

Interfaces

Interfaces are the doorways for network traffic passing through, to or from the system. Without
interfaces, a NetDefendOS system has no means for receiving or sending traffic. Several types of
interfaces are supported; Physical Interfaces, Physical Sub-Interfaces and Tunnel Interfaces.
Physical interfaces corresponds to actual physical Ethernet ports; physical sub-interfaces include
VLAN and PPPoE interfaces while tunnel interfaces are used for receiving and sending traffic in
VPN tunnels.

Interface Symmetry

The NetDefendOS interface design is symmetric, meaning that the interfaces of the device are not
fixed as being on the "insecure outside" or "secure inside" of a network topology. The notion of
what isinside and outside is totally for the administrator to define.

Logical Objects

Logical objects can be seen as pre-defined building blocks for use by the rule sets. The address
book, for instance, contains named objects representing host and network addresses. Another
example of logical objects are services, representing specific protocol and port combinations. Also
important are the Application Layer Gateway (ALG) objects which are used to define additional
parameters on specific protocols such asHTTP, FTP, SMTP and H.323.

NetDefendOS Rule Sets

Finally, rules which are defined by the administrator in the various rule sets are used for actually
implementing NetDefendOS security policies. The most fundamental set of rules are the IP Rules,
which are used to define the layer 3 IP filtering policy as well as carrying out address translation and
server load balancing. The Traffic Shaping Rules define the policy for bandwidth management, the
IDP Rules control the behavior of the intrusion prevention engine and so on.
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1.2.3. Basic Packet Flow

This section outlines the basic flow in the state-engine for packets received and forwarded by
NetDefendOS. Please note that this description is simplified and might not be fully applicable in all
scenarios. The basic principle, however, is still validin al applications.

1. An Ethernet frame is received on one of the Ethernet interfaces in the system. Basic Ethernet
frame validation is performed and the packet is dropped if the frameisinvalid.

2. The packet is associated with a Source Interface. The source interface is determined as follows:

 If the Ethernet frame containsaVLAN ID (Virtual LAN identifier), the system checks for a
configured VLAN interface with a corresponding VLAN ID. If one is found, that VLAN
interface becomes the source interface for the packet. If no matching interface is found, the
packet is dropped and the event is logged.

« If the Ethernet frame contains a PPP payload, the system checks for a matching PPPoE
interface. If one is found, that interface becomes the source interface for the packet. If no
matching interface is found, the packet is dropped and the event is logged.

« If none the above is true, the receiving Ethernet interface becomes the source interface for
the packet.

3. ThelP datagram within the packet is passed on to the NetDefendOS Consistency Checker. The
consistency checker performs a number of sanity checks on the packet, including validation of
checksums, protocol flags, packet length and so on. If the consistency checks fail, the packet
gets dropped and the event is logged.

4. NetDefendOS now tries to lookup an existing connection by matching parameters from the
incoming packet. A number of parameters are used in the match attempt, including the source
interface, source and destination | P addresses and | P protocol.

If a match cannot be found, a connection establishment process starts which includes steps
from hereto 9 below. If amatch isfound, the forwarding process continues at step 10 below.

5. The Access Rules are evaluated to find out if the source IP address of the new connection is
allowed on the received interface. If no Access Rule matches then a reverse route lookup will
be done. In other words, by default, an interface will only accept source IP addresses that
belong to networks routed over that interface. If the Access Rules or the reverse route lookup
determine that the source IP isinvalid, then the packet is dropped and the event is logged.

6. A route lookup is being made using the appropriate routing table. The destination interface for
the connection has now been determined.

7. ThelP rulesare now searched for arule that matches the packet. The following parameters are
part of the matching process:

» Source and destination interfaces

» Source and destination network

e |P protocol (for example TCP, UDP, ICMP)

e TCP/UDP ports

 ICMPtypes

« Point intimein reference to a pre-defined schedule
If amatch cannot be found, the packet is dropped.

If aruleis found that matches the new connection, the Action parameter of the rule decides
what NetDefendOS should do with the connection. If the action is Drop, the packet is dropped
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10.

11.

and the event islogged according to the log settings for the rule.

If the action is Allow, the packet is allowed through the system. A corresponding state will be
added to the connection table for matching subsequent packets belonging to the same
connection. In addition, the Service object which matched the I P protocol and ports might have
contained a reference to an Application Layer Gateway (ALG) object. This information is
recorded in the state so that NetDefendOS will know that application layer processing will have
to be performed on the connection.

Finally, the opening of the new connection will be logged according to the log settings of the
rule.

Note

There are actually a number of additional actions available such as address
trandlation and server load balancing. The basic concept of dropping and
allowing traffic is still the same.

The Intrusion Detection and Prevention (IDP) Rules are now evaluated in a similar way to the
IP rules. If a match is found, the IDP data is recorded with the state. By doing this,
NetDefendOS will know that IDP scanning is supposed to be conducted on al packets
belonging to this connection.

The Traffic Shaping and the Threshold Limit rule sets are now searched. If a match is found,
the corresponding information is recorded with the state. This will enable proper traffic
management on the connection.

From the information in the state, NetDefendOS now knows what to do with the incoming
packet:

e If ALG information is present or if IDP scanning is to be performed, the payload of the
packet is taken care of by the TCP Pseudo-Reassembly subsystem, which in turn makes use
of the different Application Layer Gateways, layer 7 scanning engines and so on, to further
analyze or transform the traffic.

« If the contents of the packet is encapsulated (such as with IPsec, L2TP/PPTP or some other
type of tunneled protocol), then the interface lists are checked for a matching interface. If
one is found, the packet is decapsulated and the payload (the plaintext) is sent into
NetDefendOS again, now with source interface being the matched tunnel interface. In other
words, the process continues at step 3 above.

« If traffic management information is present, the packet might get queued or otherwise be
subjected to actions related to traffic management.

Eventually, the packet will be forwarded out on the destination interface according to the state.
If the destination interface is a tunnel interface or a physica sub-interface, additional
processing such as encryption or encapsulation might occur.

The following section provides a set of diagrams which illustrate the flow of packets through
NetDefendOS.
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1.3. NetDefendOS State Engine Packet Flow

The diagrams in this section provide a summary of the flow of packets through the NetDefendOS
state-engine. There are three diagrams, each flowing into the next.

Figure 1.1. Packet Flow Schematic Part |

The packet flow is continued on the following page.
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Figure 1.2. Packet Flow Schematic Part |1

The packet flow is continued on the following page.

Figure 1.3. Packet Flow Schematic Part 111
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Chapter 2. Management and Maintenance

This chapter describes the management, operations and maintenance related aspects of
NetDefendOS.

» Managing NetDefendOS, page 23
» Events and Logging, page 35

* RADIUS Accounting, page 39
 Monitoring, page 43

» Maintenance, page 45

2.1. Managing NetDefendOS

2.1.1. Overview

NetDefendOS is designed to give both high performance and high reliability. Not only does it
provide an extensive feature set, it also enables the administrator to bein full control of almost every
detail of the system. This means the product can be deployed in the most challenging environments.

A good understanding on how NetDefendOS configuration is performed is crucial for proper usage
of the system. For this reason, this section provides an in-depth presentation of the configuration
subsystem as well as a description of how to work with the various management interfaces.

Management Interfaces

NetDefendOS provides the following management interfaces:

TheWebUl  The Web User Interface (WebUI) provides a user-friendly and intuitive graphical
management interface, accessible from a standard web browser.

TheCLI The Command Line Interface (CLI), accessible locally via serial console port or
remotely using the Secure Shell (SSH) protocol, provides the most fine-grain
control over all parameters in NetDefendOS.

Note

Microsoft Internet Explorer (version 6 and later), Firefox and Netscape (version 8 and
later) are the recommended web-browsers to use with the WebUI. Other browsers may
also provide full support.

Access to remote management interfaces can be regulated by a remote management policy so the
administrator can restrict management access based on source network, source interface and
credentials. Access to the web interface can be permitted for administrative users on a certain
network, while at the same time allowing CLI| access for a remote administrator connecting through
a specific IPsec tunnel.

By default, Web User Interface access is enabled for users on the network connected via the LAN

interface of the firewall (on products where more than one LAN interface is available, LAN1 is the
default).

2.1.2. Default Administrator Accounts
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By default, NetDefendOS has alocal user database, AdminUsers, with one user account pre-defined:

» Username admin with password admin.
This account has full administrative read/write privileges.

| mportant
For security reasons, it is recommended to change the default password of the default
account as soon as possible after connecting with the D-Link Firewall.

Creating New Accounts

Extra user accounts can be created if required. Accounts can either can belong to the
Administrators group of users in which case they have complete read/write administrative access,
or they can belong to the Auditor s user group in which case they have read-only access.

2.1.3. The CLI

NetDefendOS provides a Command Line Interface (CLI) for administrators that prefer or require a
command-line approach, or who need more granular control of system configuration. The CLI is
available either locally through the seria console port, or remotely using the Secure Shell (SSH)
protocol.

The CLI provides a comprehensive set of commands that alow the display and modification of
configuration data as well as alowing runtime data to be displayed and alowing system
maintenance tasks to be performed.

This section only provides a summary only of using the CLI. For a complete reference for al CLI
commands see the separate D-Link CLI Reference Guide.

Serial Console CLI Access

The serial console port is a RS-232 port on the D-Link Firewall that allows access to the CLI

through a serial connection to a PC or terminal. To locate the serial console port on your D-Link

system, see the D-Link Quickstart Guide .

To use the console port, you heed the following equipment:

» A termina or a computer with a serial port and the ability to emulate a terminal (such as using
the Hyper Terminal software included in some Microsoft Windows editions). The serial console

port uses the following default settings: 9600 baud, No parity, 8 bits and 1 stop bit.

« A RS-232 cable with appropriate connectors. An appliance package includes a RS-232
null-modem cable.

To connect aterminal to the console port, follow these steps:

1. Settheterminal protocol asdescribed previoudly.

2. Connect one of the connectors of the RS-232 cable directly to the console port on your system
hardware.

3. Connect the other end of the cable to the terminal or the serial connector of the computer
running the communications software.

4. Press the enter key on the terminal. The NetDefendOS login prompt should appear on the
terminal screen.
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SSH (Secure Shell) CLI Access

The SSH (Secure Shell) protocol can be used to access the CLI over the network from a remote
host. SSH is a protocol primarily used for secure communication over insecure networks, providing
strong authentication and data integrity. Many SSH clients are feely available for almost all
hardware platforms.

NetDefendOS supports version 1, 1.5 and 2 of the SSH protocol and SSH access is regulated by the
remote management policy in NetDefendOS, and is disabled by default.

Example 2.1. Enabling SSH Remote Access

This example shows how to enable remote SSH access from the lannet network through the lan interface by
adding a rule to the remote management policy.

CLI

gwwor | d: /> add Renot eManagenent RenoteMgnt SSH ssh Net wor k=l annet | nterface=l an
Local User Dat abase=Adni nUser s

Web Interface

1. Goto System > Remote Management > Add > Secure Shell Management
2. Enter a Name for the SSH remote management policy, eg. ssh_policy
3. Select the following from the dropdown lists:

* User Database: AdminUsers

* Interface: lan

* Network: lannet

4. Click OK

Logging on to the CLI

When access to the CLI has been established to NetDefendOS through the serial console or an SSH
client, the administrator will need to logon to the system before being able to execute any CLI
command. This authentication step is needed to ensure that only trusted users can access the system,
aswell as providing user information for auditing.

When accessing the CLI, the system will respond with a login prompt. Enter your username and
press Enter, followed by your password and then Enter again. After a successful logon you will see
the command prompt. If a welcome message has been set then it will be displayed directly after the
logon:

gwwor | d: />

For security reasons, it can be advisable to disable or anonymize the CLI welcome message.
Changing the CLI Prompt

The default CLI prompt is

Devi ce: />

where Device is the model number of the D-Link Firewall. This can be customized, for example, to
gw-world:/>, by using the CLI command:
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Devi ce: /> set devi ce nane="gw wor| d"
The CLI Reference Guide uses the command prompt gw-world:/> throughout.

Note
When the command line prompt is changed to a new string value, this string also
appears as the new device name in the top level node of the WebUI tree-view.

Activate and Committing Changes

If any changes are made to the current configuration through the CLI, those changes won't be
uploaded to NetDefendOS until the command

gwworl d:/> activate
isissued. Immediately following the activate command, the command:
gwwor | d: /> conm t

should be issued to make those changes permanent. If a commit command is not issued within a
default time period of 30 seconds then the changes are automatically undone and the old
configuration restored.

Logging off from the CLI

After finishing working with the CLI, you should logout to avoid other people getting unauthorized
access to the system. Log off by using the exit or the logout command.

2.1.4. The WebUI

NetDefendOS provides a highly versatile web user interface (WebUI) for management of the
system using a standard web browser. This allows the administrator to perform remote management
from virtually anywhere in the world without having to install any third-party clients.

Logging on to the Web Interface

To access the web interface, launch a standard web browser and point the browser at the 1P address
of the firewall. The factory default address for all D-Link Firewallsis 192.168.1.1.

When performing this initial connection to NetDefendOS, the administrator MUST use https:// as
the URL protocol in the browser (for example: https://192.168.1.1). Using HTTPS as the protocol
protects the username and password with encryption when they are sent to NetDefendOS.

If communication with the NetDefendOS is successfully established, a user authentication dialog
similar to the one shown below will then be shown in the browser window.
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Enter your username and password and click the Login button. If the user credentials are correct,
you will be transferred to the main web interface page. This page, with its essential parts
highlighted, is shown below.

Multi-language Support

The WebUI login dialog offers the option to select a language other than english for the interface.
Language support is provided by a separate set of resource files provided with NetDefendOS.

It may occasionally be the case that a NetDefendOS upgrade might contain features that temporarily
lack a complete non-english tranglation because of time constraints. In this case the original english
will be used as atemporary solution.

The Web Browser Interface
On the left hand side of the WebUI is a tree which allows navigation to the various NetDefendOS

modules. The central area of the WebUI displays information about those modules. Current
performance information is shown by defaullt.

For information about the default user name and password, please see Section 2.1.2, “Default
Administrator Accounts”.

Note
Access to the web interface is regulated by the remote management policy. By default,
the systemwill only allow web access from the internal network.

Interface Layout
The main web interface page is divided into three major sections:
Menu bar The menu bar located at the top of the web interface contains a number of

buttons and drop-down menus that are used to perform configuration tasks as
well as for navigation to various tools and status pages.

27



2.1.4. The WebUI Chapter 2. Management and Maintenance

« Home - Navigates to the first page of the web interface.
e Configuration
» Saveand Activate - Saves and activates the configuration.

» Discard Changes - Discards any changes made to the configuration
during the current session.

» View Changes - List the changes made to the configuration since it was
last saved.

e Tools- Contains a number of toolsthat are useful for maintaining the system.

e Status - Provides various status pages that can be used for system
diagnostics.

« Maintenance

* Update Center - Manually update or schedule updates of the intrusion
detection and antivirus signatures.

* License- View license details or enter activation code.

e Backup - Make a backup of the configuration to your local computer or
restore a previously downloaded backup.

* Reset - Restart the firewall or reset to factory default.
« Upgrade - Upgrade the firewall's firmware.

Navigator The navigator located on the left-hand side of the web interface contains a tree
representation of the system configuration. The tree is divided into a number of
sections corresponding to the major building blocks of the configuration. The tree
can be expanded to expose additional sections.

Main Window  The main window contains configuration or status details corresponding to the
section selected in the navigator or the menu bar.
Controlling Access to the Web Interface

By default, the web interface is accessible only from the internal network. If you need to enable
access from other parts of the network, you can do so by modifying the remote management policy.

Example 2.2. Enabling remote management via HTTPS.

CLI

gwworl d: /> add Renot eManagenent RenotelMgnt HTTP htt ps
Net wor k=al | -nets I nterface=any Local User Dat abase=Adm nUsers HTTPS=Yes

Web Interface

1. Goto System > Remote Management > Add > HTTP/HTTPS Management
2. Enter a Name for the HTTP/HTTPS remote management policy, eg. https
3. Check the HTTPS checkbox

4. Select the following from the dropdown lists:
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¢ User Database: AdminUsers
e Interface: any
¢ Network: all-nets

5. Click OK

Caution
The above example is provided for informational purposes only. It is never
recommended to expose any management interface to any user on the Internet.

Logging out from the Web Interface

When you have finished working in the web interface, you should always logout to prevent other
users with access to your workstation to get unauthorized access to the system. Logout by clicking
on the L ogout button at the right of the menu bar.

Tip

If there is a problem with the management interface when communicating alongside
VPN tunnels, check the main routing table and look for an all-nets route to the VPN
tunnel. If no specific route exists to the management interface then all management
traffic coming from NetDefendOS will automatically be routed to the VPN tunnel. If
thisisthe case then a route should be added by the administrator to route management
traffic destined for the management network to the correct interface.

2.1.5. Working with Configurations

The system configuration is built up by Configuration Objects, where each object represents a
configurable item of any kind. Examples of configuration objects are routing table entries, address
book entries, service definitions, IP rules and so on. Each configuration object has a number of
properties that constitute the values of the object.

A configuration object has a well-defined type. The type defines the properties that are available for
the configuration object, as well as the constraints for those properties. For instance, the IP4Address
typeisused for al configuration objects representing a named 1Pv4 address.

In the web user interface the configuration objects are organized into a tree-like structure based on
the type of the object.

In the CLI similar configuration object types are grouped together in a category. These categories
are different from the structure used in the web user interface to alow quick access to the
configuration objects in the CLI. The IP4Address, |PAGroup and EthernetAddress types are, for
instance, grouped in a category named Address, as they all represent different addresses.
Consequently, Ethernet and VLAN objects are all grouped in a category named Interface, as they
are al interface objects. The categories have actually no impact on the system configuration; they
are merely provided as means to simplify administration.

The following examples show how to manipulate objects.

Example 2.3. Listing Configuration Objects

To find out what configuration objects exist, you can retrieve a listing of the objects. This example shows how to
list all service objects.

CLI
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gwwor | d: /> show Service

A list of all services will be displayed, grouped by their respective type.

Web Interface

1. Go to Objects > Services

2. A web page listing all services will be presented.

A list contains the following basic elements:

« Add Button - Displays a dropdown menu when clicked. The menu will list all types of configuration items that
can be added to the list.

¢ Header - The header row displays the titles of the columns in the list. The tiny arrow images next to each title
can be used for sorting the list according to that column.

* Rows - Each row in the list corresponds to one configuration item. Most commonly, each row starts with the
name of the object (if the item has a name), followed by values for the columns in the list.

A single row in the list can be selected by clicking on the row on a spot where there is no hyperlink. The
background color of the row will turn dark blue. Right-clicking the row will bring up a menu where you can choose
to edit or delete the object as well as modify the order of the objects.

Example 2.4. Displaying a Configuration Object

The most simple operation on a configuration object is just to show its contents, in other words the values of the
object properties. This example shows how to display the contents of a configuration object representing the
telnet service.

CLI

gwwor |l d: /> show Servi ce Servi ceTCPUDP t el net

Property Val ue

Nane: tel net
DestinationPorts: 23

Type: TCP
Sour cePorts: 0-65535
SYNRel ay: No
Passl CMPRet urn:  No
ALG  (none)

MaxSessi ons: 1000
Conments:  Tel net

The Property column lists the names of all properties in the ServiceTCPUDP class and the Value column lists the
corresponding property values.

Web Interface

1. Goto Objects > Services
2. Click on the telnet hyperlink in the list.

3. A web page displaying the telnet service will be presented.

Note

When accessing object via the CLI you can omit the category name and just use the
type name. The CLI command in the above example, for instance, could be simplified
to:

gw wor | d: /> show Servi ceTCPUDP t el net

30



2.1.5. Working with Configurations Chapter 2. Management and Maintenance

Example 2.5. Editing a Configuration Object

When you need to modify the behavior of NetDefendOS, you will most likely need to modify one or several
configuration objects. This example shows how to edit the Comments property of the telnet service.

CLI
gwworl d:/> set Service ServiceTCPUDP tel net Comment s="Mdified Coment"
Show the object again to verify the new property value:

gwwor |l d: /> show Servi ce ServiceTCPUDP t el net

Property Val ue

Name: tel net
DestinationPorts: 23

Type: TCP
SourcePorts: 0-65535
SYNRel ay: No
Passl CVPRet urn:  No
ALG  (none)

MaxSessi ons: 1000
Comments: Mdified Comment

Web Interface

1. Go to Objects > Services

2. Click on the telnet hyperlink in the list

3. Inthe Comments textbox, enter your new comment
4. Click OK

Verify that the new comment has been updated in the list.

| mportant
Changes to a configuration object will not be applied to a running system until you
activate and commit the changes.

Example 2.6. Adding a Configuration Object

This example shows how to add a new IP4Address object, here creating the IP address 192.168.10.10, to the
Address Book.

CLI

gwworl d: /> add Address | P4Address nyhost Address=192.168. 10. 10

Show the new object:

gwworl d: /> show Address | P4AAddress nyhost
Property Val ue

Nane: nyhost
Address: 192.168. 10. 10
User Aut hGroups: (none)
NoDef i nedCredential s: No
Comment s:  (none)

Web Interface
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1. Go to Objects > Address Book

2. Click on the Add button

3. Inthe dropdown menu displayed, select IP4 Address
4. Inthe Name text box, enter myhost

5. Enter 192.168.10.10 in the IP Address textbox

6. Click OK

7. Verify that the new IP4 address object has been added to the list

Example 2.7. Deleting a Configuration Object

This example shows how to delete the newly added IP4Address object.

CLI

gwworl d: /> del ete Address | P4Address mnyhost

Web Interface

1. Goto Objects > Address Book
2. Right-click on the row containing the myhost object.
3. Inthe dropdown menu displayed, select Delete.

The row will be rendered with a strike-through line indicating that the object is marked for deletion.

Example 2.8. Undeleting a Configuration Object

A deleted object can always be restored until the configuration has been activated and committed. This example
shows how to restore the deleted IP4Address object shown in the previous example.

CLI

gwwor | d: /> undel ete Address | P4Address nyhost

Web Interface

1. Goto Objects > Address Book
2. Right-click on the row containing the myhost object.

3. Inthe dropdown menu displayed, select Undo Delete.

Listing Modified Objects

After modifying several configuration objects, you might want to see a list of the objects that were
changed, added and removed since the last commit.

Example 2.9. Listing Modified Configuration Objects

This example shows how to list configuration objects that have been modified.
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CLI

gwwor | d: /> show - changes

- | P4AAddress myhost
*  ServiceTCPUDP telnet

A "+" character in front of the row indicates that the object has been added. A "*" character indicates that the
object has been modified. A "-" character indicates that the object has been marked for deletion.

Web Interface

1. Go to Configuration > View Changes in the menu bar.

A list of changes is displayed.

Activating and Committing a Configuration

After changes to a configuration have been made, the configuration has to be activated for those
changes to have an impact on the running system. During the activation process, the new proposed
configuration is validated and NetDefendOS will attempt to initialize affected subsystems with the
new configuration data.

Committing | Psec Changes

The administrator should be aware that if any changes that effect the configurations of
live IPsec tunnels are committed, then those live tunnels connections WILL BE
TERMINATED and must be re-established.

If the new configuration is validated, NetDefendOS will wait for a short period (30 seconds by
default) during which a connection to the administrator must be re-established. As described
previoudly, if the configuration was activated via the CLI with the activate command then a commit
command must be issued within that period. If alost connection could not be re-established or if the
commit command was not issued, then NetDefendOS will revert to using the previous configuration.
This is a fail-safe mechanism and, amongst others things, can help prevent a remote administrator
from locking themselves out.

Example 2.10. Activating and Committing a Configuration

This example shows how to activate and commit a new configuration.

CLI

gwworl d:/> activate

The system will validate and start using the new configuration. When the command prompt is shown again:
gwworl d:/> comm t

The new configuration is now committed.

Web Interface

1. Go to Configuration > Save and Activate in the menu bar
2. Click OK to confirm

The web browser will automatically try to connect back to the web interface after 10 seconds. If the connection
succeeds, this is interpreted by NetDefendOS that remote management is still working. The new configuration is
then automatically committed.

33



2.1.5. Working with Configurations Chapter 2. Management and Maintenance

Note
The configuration must be committed before changes are saved. All changes to a
configuration can be ignored simply by not committing a changed configuration.
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2.2. Events and Logging

2.2.1. Overview

The ability to log and analyze system activities is an essential feature of NetDefendOS. Logging
enables not only monitoring of system status and health, but also allows auditing of network usage
and assists in trouble-shooting.

NetDefendOS defines a number of event messages, which are generated as a result of corresponding
system events. Examples of such events are the establishment and teardown of connections, receipt
of malformed packets as well as the dropping of traffic according to filtering policies.

Whenever an event message is generated, it can be filtered and distributed to all configured Event
Receivers. Multiple event receivers can be configured by the administrator, with each event receiver
having its own customizable event filter.

The sophisticated design of the event and logging mechanisms of NetDefendOS ensures that
enabling logging is simple and straightforward, while it still allows granular control of al the
activitiesin the system for the more advanced deployments.

2.2.2. Event Messages

NetDefendOS defines several hundred events for which event messages can be generated. The
events range from high-level, customizable, user events down to low-level and mandatory system
events.

The conn_open event, for instance, is a typical high-level event that generates an event message
whenever a new connection is established, given that the matching security policy rule has defined
that event messages should be generated for that connection.

An example of alow-level event would be the startup_normal event, which generates a mandatory
event message as soon as the system starts up.

All event messages have a common format, with attributes that include category, severity,
recommended actions. These attributes enable easy filtering of messages, either within
NetDefendOS prior to sending to an event receiver, or as part of the analysis after logging and
storing messages on an external log server.

A list of all event messages can be found in the Log Reference Guide. That guide also describes the
design of event messages, and explains the various attributes available. The severity of each event is
predefined and, in order of severity, can be one of:

Emergency
Alert
Critical
Error
Warning
Notice

Info
Debug

By default all messages of level Info and above are sent. The Debug category of designed for

troubleshooting only and should only be turned on if required to try and solve a problem. Messages
of all severity levels are found listed in the NetDefendOS L og Reference Guide.

2.2.3. Event Message Distribution

To distribute and log the event messages generated, it is necessary to define one or more event
receivers that specify what events to capture, and where to send them.

NetDefendOS can distribute event messages in the following ways:

35



2.2.3. Event Message Distribution Chapter 2. Management and Maintenance

Memlog A D-Link Firewall has a built in logging mechanism known as the Memory Log. This
retains al event log messages in memory and allows direct viewing of log messages
through the web interface.

Syslog The de-facto standard for logging events from network devices. If other network devices
are adready logging to Syslog servers, using syslog with NetDefendOS messages can
simplify overall administration.

2.2.3.1. Logging to Syslog Hosts

Syslog is a standardized protocol for sending log data although there is no standardized format for
the log messages themselves. The format used by NetDefendOS is well suited to automated
processing, filtering and searching.

Although the exact format of each log entry depends on how a Syslog receiver works, most are very
much alike. The way in which logs are read is also dependent on how the syslog receiver works.
Syslog daemons on UNIX servers usually log to text files, line by line.

Most Sydog recipients preface each log entry with a timestamp and the IP address of the machine
that sent the log data:

Feb 5 2000 09: 45: 23 gat eway. our conmpany. com
Thisisfollowed by the text the sender has chosen to send.
Feb 5 2000 09: 45: 23 gat eway. our conpany. com EFW DROP:

Subsequent text is dependent on the event that has occurred.

In order to facilitate automated processing of al messages, NetDefendOS writes all log data to a
single line of text. All data following the initial text is presented in the format name=value. This
enables automatic filters to easily find the values they are looking for without assuming that a
specific piece of dataisin aspecific location in the log entry.

Note
The Prio= field in SysLog messages contains the same information as the Severity field
for D-Link Logger messages, however the ordering of the numbering is reversed.

Example 2.11. Enable Logging to a Syslog Host

To enable logging of all events with a severity greater than or equal to Notice to a Syslog server with IP address
195.11.22.55, follow the steps outlined below:

CLI

gwwor | d: /> add LogRecei ver Sysl og nmy_sysl og | PAddress=195. 11. 22. 55

Web Interface

1. Goto System >Log and Event Receivers > Add > Syslog Receiver
2. Specify a suitable name for the event receiver, eg. my_syslog
3. Enter 195.11.22.55 as the IP Address

4. Select an appropriate facility from the Facility list. The facility name is commonly used as a filter parameter in
most syslog daemons.

5. Click OK

The system will now be logging all events with a severity greater than or equal to Notice to the syslog server at
195.11.22.55.
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Note

The syslog server may have to be configured to receive log messages from
NetDefendOS. Please see the documentation for your specific Syslog server software
in order to correctly configureit.

2.2.3.2. SNMP Traps

The SNMP protocol

Simple Network Management Protocol (SNMP) is a means for communicating between a Network
Management System (NMS) and a managed device. SNMP defines 3 types of messages: a Read
command for an NMS to examine a managed device, a Write command to ater the state of a
managed device and a Trap which is used by managed devices to send messages asynchronously to
an NM S about a change of state.

SNMP Traps in NetDefendOS

NetDefendOS takes the concept of an SNMP Trap one step further by allowing any event message
to be sent as an SNMP trap. This means that the administrator can set up SNMP Trap notification of
events that you consider significant for the operation of a network.

The file DFLNNN-TRAP.MIB (where NNN indicates the model number of the firewall) is provided

by D-Link and defines the SNMP objects and datatypes that are used to describe an SNMP Trap
received from NetDefendOS.

Note

There is a different MIB file for each model of D-Link Firewall. Make sure that the
correct fileis used.

For each D-Link Firewall model there is one generic trap object called DLNNNosGenericTrap, that
is used for all traps (where NNN indicates the model number). This object includes the following
parameters:

» System - The system generating the trap

e Severity - Severity of the message

» Category - What NetDefendOS subsystem is reporting the problem

e ID - Unique identification within the category

» Description - A short textual description

e Action - What action is NetDefendOS taking

Thisinformation can be cross-referenced to the Log Reference Guide.

Note
NetDefendOS sends SNMP Traps which are based on the SNMPv2c standard as
defined by RFC1901, RFC1905 and RFC1906.

Example 2.12. Sending SNMP Traps to an SNMP Trap Receiver

To enable generation of SNMP traps for all events with a severity greater than or equal to Alert to an SNMP trap
receiver with an IP address of 195.11.22.55, follow the steps outlined below:
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CLI

gwwor | d: /> add LogRecei ver Event Recei ver SNMP2c ny_snnp | PAddress=195. 11. 22. 55

Web Interface

1. Goto Log & Event Receivers > Add > EventReceiverSNMP2c
2. Specify a name for the event receiver, eg. my_snmp
Enter 195.11.22.55 as the IP Address

Enter an SNMP Community String if needed by the trap receiver)

a &

Click OK

The system will now be sending SNMP traps for all events with a severity greater than or equal to Alert to an
SNMP trap receiver at 195.11.22.55.
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2.3. RADIUS Accounting

2.3.1. Overview

2.3.2.

Within a network environment containing large numbers of users, it is advantageous to have one or
a cluster of central servers that maintain user account information and are responsible for
authentication and authorization tasks. The central database residing on the dedicated server(s)
contains all user credentials as well as details of connections, significantly reducing administration
complexity. The Remote Authentication Dia-in User Service (RADIUS) is an Authentication,
Authorization and Accounting (AAA) protocol widely used to implement this approach and is used
by NetDefendOS to implement user accounting.

The RADIUS protocol is based on a client/server architecture. The D-Link Firewall acts as the client
of the RADIUS server, creating and sending requests to a dedicated server(s). In RADIUS
terminology the firewall acts as the Network Access Server (NAS). For user authentication, the
RADIUS server receives the requests, verifies the user's information by consulting its database, and
returns either an "ACCEPT" or "REJECT" decision to the requested client. In RFC2866, RADIUS
was extended to handle the delivery of accounting information and this is the standard followed by
NetDefendOS for user accounting. The benefits of having centralized servers are thus extended to
user connection accounting. (For details of the usage of RADIUS for NetDefendOS authentication
see Section 8.2, “ Authentication Setup”).

RADIUS Accounting Messages

Statistics, such as number of bytes sent and received, and number of packets sent and received are
updated and stored throughout RADIUS sessions. All statistics are updated for an authenticated user
whenever a connection related to an authenticated user is closed.

When a new client session is started by a user establishing a new connection through the D-Link
Firewall, NetDefendOS sends an AccountingRequest START message to a nominated RADIUS
server, to record the start of the new session. User account information is also delivered to the
RADIUS server. The server will send back an AccountingResponse message to NetDefendOS,
acknowledging that the message has been received.

When a user is no longer authenticated, for example, after the user logs out or the session time
expires, an AccountingRequest STOP message is sent by NetDefendOS containing the relevant

session statistics. The information included in these statistics is user configurable. The contents of
the START and ST OP messages are described in detail below:

START Message Parameters

Parametersincluded in START messages sent by NetDefendOS are;

» Type- Marksthis AccountingReguest as signaling the beginning of the service (START).

* ID - A uniqueidentifier to enable matching of an AccountingRequest with Acct-Status-Type set
to STOP.

* User Name - The user name of the authenticated user.
* NASIP Address- The IP address of the D-Link Firewall.

» NASPort - The port of the NAS on which the user was authenticated (thisis a physical port and
not a TCP or UDP port).

e User IP Address - The IP address of the authenticated user. Thisis sent only if specified on the
authentication server.

 How Authenticated - How the user was authenticated. This is set to either RADIUS if the user
was authenticated via RADIUS, or LOCAL if the user was authenticated via a loca user
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database.

» Delay Time - The time delay (in seconds) since the AccountingReguest packet was sent and the
authentication acknowledgement was received. This can be subtracted from the time of arrival
on the server to find the approximate time of the event generating this AccountingRequest. Note
that this does not reflect network delays. The first attempt will have this parameter set to 0.

* Timestamp - The number of seconds since 1970-01-01. Used to set a timestamp when this
packet was sent from NetDefendOS.

STOP Message Parameters

Parametersincluded in ST OP messages sent by NetDefendOS are:

» Type- Marksthis accounting request as signaling the end of a session (STOP).

* ID - Anidentifier matching a previously sent AccountingRequest packet, with Acct-Status-Type
set to START.

e User Name - The user name of the authenticated user.
* NASIP Address- The IP address of the D-Link Firewall.

* NAS Port - The port on the NAS on which the user was authenticated. (this is a physica port
and not aTCP or UDP port).

* User IP Address - The IP address of the authenticated user. Thisis sent only if specified on the
authentication server

* Input Bytes- The number of bytesreceived by the user. (*)

» Output Bytes - The number of bytes sent by the user. (*)

* Input Packets- The number of packets received by the user. (*)

» Output Packets - The number of packets sent by the user. (*)

* Session Time - The number of seconds this session lasted. (*)

» Termination Cause - The reason why the session was terminated.

* How Authenticated - How the user was authenticated. This is set to either RADIUS if the user
was authenticated via RADIUS, or LOCAL if the user was authenticated via a local user
database.

» Delay Time - See the above comment about this parameter.

* Timestamp - The number of seconds since 1970-01-01. Used to set a timestamp when this
packet was sent from the D-Link Firewall. In addition to this, two more attributes are possibly

sent:

* Input Gigawords - Indicates how many times the Input Bytes counter has wrapped. Thisisonly
sent if Input Bytes has wrapped, and if the Input Bytes attribute is sent.

e Output Gigawords - Indicates how many times the Output Bytes counter has wrapped. Thisis
only sent if Output Bytes has wrapped, and if the Output Bytes attribute is sent.

Note
The (*) symbol in the above list indicates that the sending of the parameter is user
configurable.
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2.3.3. Interim Accounting Messages

In addition to START and STOP messages NetDefendOS can optionally periodically send Interim
Accounting Messages to update the accounting server with the current status of an authenticated
user. An Interim Accounting Message can be seen as a snapshot of the network resources that an
authenticated user has used up until a given point. With this feature, the RADIUS server can track
how many bytes and packets an authenticated user has sent and received up until the point when the
last message was sent.

An Interim Accounting Message contains the current values of the statistics for an authenticated
user. It contains more or less the same parameters as found in an AccountingRequest Stop message,
except that the Acct-Terminate-Cause is not included (as the user has not disconnected yet).

The frequency of Interim Accounting Messages can be specified either on the authentication server,

or in NetDefendOS. Switching on the setting in NetDefendOS will override the setting on the
accounting server.

2.3.4. Activating RADIUS Accounting

In order to activate RADIUS accounting a number of steps must be followed:

e The RADIUS accounting server must be specified.

* A user authentication object must have a rule associated with it where a RADIUS server is
specified.

Some important points should be noted about activation:

* RADIUS Accounting will not function where a connection is subject to a FwdFast rulein the IP
rule set.

e The same RADIUS server does not need to handle both authentication and accounting; one
server can be responsible for authentication while another is responsible for accounting tasks.

* Multiple RADIUS servers can be configured in NetDefendOS to deal with the event when the
primary server is unreachable.

2.3.5. RADIUS Accounting Security

Communication between NetDefendOS and any RADIUS accounting server is protected by the use
of a shared secret. This secret is never sent over the network but instead a 16 byte long
Authenticator code is calculated using a one way MD5 hash function and thisis used to authenticate
accounting messages.

The shared secret is case sensitive, can contain up to 100 characters, and must be typed exactly the
same for NetDefendOS and for the RADIUS server.

Messages are sent using the UDP protocol and the default port number used is 1813 although thisis
user configurable.

2.3.6. RADIUS Accounting and High Availability

In an HA cluster, accounting information is synched between the active and passive D-Link
Firewalls. This means that accounting information is automatically updated on both cluster members
whenever a connection is closed. Two special accounting events are also used by the active unit to
keep the passive unit synchronized:
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e An AccountingStart event is sent to the inactive member in an HA setup whenever a response
has been received from the accounting server. This specifies that accounting information should
be stored for a specific authenticated user.

* A problem with accounting information synchronization could occur if an active unit has an
authenticated user for whom the associated connection times out before it is synchronized on the
inactive unit. To get around this problem, a special AccountingUpdate event is sent to the
passive unit on a timeout and this contains the most recent accounting information for
connections.

2.3.7. Handling Unresponsive Servers

A question arises in the case of a client that sends an AccountingReguest START packet which the
RADIUS server never replies to. NetDefendOS will re-send the request after the user-specified
number of seconds. This will however mean that a user will still have authenticated access while
NetDefendOS is trying to contact to the accounting server.

Only after NetDefendOS has made three attempts to reach the server will it conclude that the
accounting server is unreachable. The administrator can use the NetDefendOS advanced setting
AllowAuthlfNoAccountingResponse to determine how this situation is handled. If this setting is
enabled then an aready authenticated user's session will be unaffected. If it is not enabled, any
effected user will automatically be logged out even if they have aready been authenticated.

2.3.8. Accounting and System Shutdowns

In the case that the client for some reason fails to send a RADIUS AccountingRequest STOP packet,
the accounting server will never be able to update its user statistics, but will most likely believe that
the session is still active. This situation should be avoided.

In the case that the D-Link Firewall administrator issues a shutdown command while authenticated
users are till online, the AccountingRequest STOP packet will potentially never be sent. To avoid
this, NetDefendOS has the advanced setting L ogOutAccUser sSAtShutdown. This setting allows the
administrator to explicitly specify that NetDefendOS must first send a STOP message for any
authenticated users to any configured RADIUS servers before commencing with the shutdown.

2.3.9. Limitations with NAT

The User Authentication module in NetDefendOS is based on the user's IP address. Problems can
therefore occur with users who have the same | P address.

This can happen, for instance, when several users are behind the same network using NAT to alow
network access through a single external IP address. This means that as soon as one user is
authenticated, traffic coming through that NAT gateway |P address could be assumed to be coming
from that one authenticated user even though it may come from other users on the same network.
NetDefendOS RADIUS Accounting will therefore gather statistics for al the users on the network
together as though they were one user instead of individuals.
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2.4. Monitoring
2.4.1. SNMP Monitoring

Overview

Smple Network Management Protocol (SNMP) is a standardized protocol for management of
network devices. An SNMP compliant client can connect to a network device which supports the
SNMP protocol to query and contral it.

NetDefendOS supports SNMP version 1 and version 2. Connection can be made by any SNMP
compliant clients to devices running NetDefendOS. however only query operations are permitted for
security reasons. Specifically, NetDefendOS supports the following SNMP request operations by a
client:

* The GET REQUEST operation

* The GET NEXT REQUEST operation

* The GET BULK REQUEST operation (SNMP Version 2c only)

The NetDefendOS MIB

The Management Information Base (MIB) is a database, usually in the form of afile, which defines
the parameters on a network device that an SNMP client can query or change. The MIB file for a
device running NetDefendOS is distributed with the standard NetDefendOS distribution pack as a
file with the name DFLNNN-TRAP.MIB (where NNN indicates the model number of the firewall)
and this should be transferred to the hard disk of the workstation that will run the SNMP client so it
can be imported by the client software. When the client runs, the MIB file is accessed to inform the
client of the values that can be queried on a NetDefendOS device.

Defining SNMP Access

SNMP access is defined through the definition of a NetDefendOS Remote object with a Mode of
SNMP. The Remote object requires the entry of:

e Interface - The NetDefendOS interface on which SNMP requests will arrive.

* Network - The IP address or network from which SNMP requests will come.

e Community - The community string which provides password security for the accesses.

The Community String

Security for SNMP Versions 1 and 2c is handled by the Community Sring which is the same as a
password for SNMP access. The Community String should be difficult to guess and therefore be
constructed in the same way that any other password, using combinations of upper and lower case
letters with digits.

Enabling an IP Rule for SNMP

The advanced setting SNM PBefor eRules in the RemoteAdmin section controls if the IP rule set
checks all accesses by SNMP clients. This is by default disabled and the recommendation is to
always enable this setting.

The effect of enabling this setting isto add an invisible Allow rule at the top of the IP rule set which
automatically permits accesses on port 161 from the network and on the interface specified for
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SNMP access. Port 161 is usually used for SNMP and NetDefendOS always expects SNMP traffic
on that port.

Remote Access Encryption

It should be noted that SNMP Version 1 or 2c access means that the community string will be sent
as plain text over a network. This is clearly insecure if a remote client is communicating over the
public Internet. It is therefore advisable to have remote access take place over an encrypted VPN
tunnel or similarly secure means of communication.

Preventing SNMP Overload

The advanced setting SNM PRegL imit restricts the number of SNMP requests allowed per second.
This can help prevent attacks through SNMP overload.

Example 2.13. Enabling SNMP Monitoring

This example enables SNMP access through the internal lan interface from the network mgmt-net using the
community string Mg1RQgR. (Since the management client is on the internal network we don't need to implement
a VPN tunnel for it.)

CLI

gwwor |l d: /> add Renot eManagenent RenoteMgnt SNMP ny_snnp | nterface=l an
Net wor k=ngnt - net SNMPCGet Conmuni t y=My1RQQR

Should it be necessary to enable SNMPBeforeRules (which is enabled by default) then the command is:

gwworl d:/> set Settings RenoteMnt Settings SNWPBef or eRul es=Yes

Web Interface

1. Goto System > Remote Management > Add > SNMP management
2. For Remote access type enter:
* Name: a suitable name
e Community: MglRQgR
3. For Access Filter enter:
* Interface: lan
¢ Network: mgmt-net
4. Click OK

Should it be necessary to enable SNMPBeforeRules (which is enabled by default) then the setting can be found
in System > Remote Management > Advanced Settings.
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2.5. Maintenance
2.5.1. Auto-Update Mechanism

A number of the NetDefendOS security features rely on externa servers for automatic updates and
content filtering. The Intrusion Prevention and Detection system and Anti-Virus modules require
access to updated signature databases in order to provide protection against the latest threats.

To facilitate the Auto-Update feature D-Link maintains a global infrastructure of servers providing
update services for D-Link Firewalls. To ensure availability and low response times, NetDefendOS
employs a mechanism for automatically selecting the most appropriate server to supply updates.

For more details on these features see the following sections:

» Section 6.5, “Intrusion Detection and Prevention”
e Section 6.4, “Anti-Virus Scanning”
» Section 6.3, “Web Content Filtering”

e Appendix A, Subscribing to Security Updates

2.5.2. Configuration Backup and Restore

The NetDefendOS configuration of a D-Link Firewall can be backed up or restored on demand. This
could, for instance, be used to recall the "last known good" configuration when experimenting with
different configuration setups.

Example 2.14. Configuration Backup and Restore

Web Interface

To create a backup of the currently running configuration:

1. Goto Tools > Backup

2. Download configuration, select a name and begin backup

To restore a configuration backup:

1. Goto Tools > Backup
2. In Restore unit's configuration browse and locate the desired backup

3. Click Upload configuration and then choose to activate that configuration

Note
Backups include only static information in the firewall configuration. Dynamic
information such as the DHCP server |ease database will not be backed up.

2.5.3. Resetting to Factory Defaults

A restore to factory defaults can be applied so that it is possible to return to the original hardware
state that existed when the D-Link Firewall was shipped by D-Link. When a restore is applied al
data such as the IDP and Ant-Virus databases are lost and must be reloaded.
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Example 2.15. Complete Hardware Reset to Factory Defaults

CLI

gwworld:/> reset -unit

Web Interface

1. Goto Maintenance > Reset

2. Select Restore the entire unit to factory defaults then confirm and wait for the restore to complete.

Reset alternative for the DFL-210/260/800/860 only

To reset the DFL-210/260/800/860 you must hold down the reset button at the rear panel for 10-15
seconds while powering on the unit. After that, release the reset button and the DFL-210/800 will
continue to load and startup in default mode, that isto say with 192.168.1.1 on the LAN interface.

Reset alternatives for the DFL-1600 and DFL-2500 only

Press any key on the keypad when the "Press keypad to Enter Setup" message appears on the
display. Select "Reset firewall", confirm by selecting "Y es' and wait for the process to complete.

Warning
DO NOT ABORT THE RESET TO FACTORY DEFAULTS PROCESS. If aborted the
D-Link Firewall can cease to function properly.
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Chapter 3. Fundamentals

This chapter describes the fundamental logical objects upon which NetDefendOS is built. These
objects include such things as addresses, services and schedules. In addition, the chapter explains
how the various supported interfaces work, it outlines how secuirty policies are constructed and how
basic system settings are configured.

* The Address Book, page 48

* Services, page 52

* Interfaces, page 57

* ARP, page 68

» The IP Rule Set, page 73

* Schedules, page 77

* X.509 Certificates, page 79

* Setting Date and Time, page 82
» DNS Lookup, page 87

3.1. The Address Book

3.1.1. Overview

The Address Book contains named objects representing various types of addresses, including IP
addresses, networks and Ethernet MAC addresses.

Using Address Book objects has three distinct benefits; it increases readability, reduces the danger
of entering incorrect network addresses, and makes it easier to change addresses. By using objects
instead of numerical addresses, you only need to make changes in a single location, rather than in
each configuration section where the address appears.

3.1.2. IP Addresses

IP Address objects are used to define symbolic names for various types of 1P addresses. Depending
on how the address is specified, an IP Address object can represent either a host (a single IP
address), a network or arange of |P addresses.

In addition, IP Address objects can be used for specifying user credentials later used by the various
user authentication subsystems. For more information on this, see Chapter 8, User Authentication.

The following list presents the various types of addresses an |P Address object can hold, along with
what format that is used to represent that specific type:

Host A single host is represented ssimply by its | P address.
For example: 192.168.0.14

I P Network An IP Network is represented using CIDR (Classless Inter Domain Routing) form.
CIDR uses a forward dash and a digit (0-32) to denote the size of the network
(netmask). /24 corresponds to a class C net with 256 addresses (netmask
255.255.255.0), /27 corresponds to a 32 address net (netmask 255.255.255.224)
and so on. The numbers 0-32 correspond to the number of binary ones in the
netmask.
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For example: 192.168.0.0/24

IP Range A range of IP addresses is represented on the form a.b.c.d - e.f.g.h. Please note that
ranges are not limited to netmask boundaries; they may include any span of IP
addresses.

For example: 192.168.0.10-192.168.0.15 represents six hosts in consecutive order.

Example 3.1. Adding an IP Host

This example adds the IP host wwwsrv1 with IP address 192.168.10.16 to the Address Book:
CLI

gwworl d: /> add Address | P4Address wwsrvl Address=192. 168. 10. 16

Web Interface

1. Goto Objects > Address Book > Add > IP address
Specify a suitable name for the IP host, for instance wwwwsrv1

Enter 192.168.10.16 for the IP Address

A w D

Click OK

Example 3.2. Adding an IP Network

This example adds an IP network named wwwsrvnet with address 192.168.10.0/24 to the Address Book:

CLI

gwworl d: /> add Address | P4Address wwasrvnet Address=192. 168. 10. 0/ 24

Web Interface

1. Goto Objects > Address Book > Add > IP address
2. Specify a suitable name for the IP network, for instance wwwsrvnet
3. Enter 192.168.10.0/24 as the IP Address

4. Click OK

Example 3.3. Adding an IP Range

This example adds a range of IP addresses from 192.168.10.16 to 192.168.10.21 and names the range
WWWServers:

CLI

gwworl d: /> add Address | P4AAddress wwservers Address=192. 168. 10. 16- 192. 168. 10. 21
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Web Interface

1. Goto Objects > Address Book > Add > IP address

2. Specify a suitable name for the IP Range, for instance wwwservers.
3. Enter 192.168.10.16-192.168.10.21 as the IP Address
4.

Click OK

Example 3.4. Deleting an Address Object

To delete an object named wwwsrv1 in the Address Book, do the following:

CLI

gwworl d: /> del ete Address | P4Address wwsrvl

Web Interface

1. Goto Objects > Address Book
2. Select and right-click the address object wwwsrv1 in the grid.
3. Choose Delete in the menu.

4. Click OK

3.1.3. Ethernet Addresses

Ethernet Address objects are used to define symbolic names for Ethernet addresses (also known as
MAC addresses). This is useful, for instance, when populating the ARP table with static ARP
entries, or for other parts of the configuration where symbolic names are preferred over numerical
Ethernet addresses.

When specifying an Ethernet address the format aa-bb-cc-dd-ee-ff should be used. Ethernet
addresses are a so displayed using this format.

Example 3.5. Adding an Ethernet Address

The following example adds an Ethernet Address object named wwwsrvl_mac with a numerical MAC address of
08-a3-67-bc-2e-f2:

CLI

gwworl d: /> add Address Ethernet Address wwsrvl_nac Address=08-a3-67-bc-2e-f2

Web Interface

1. Go to Objects > Address Book > Add > Ethernet Address

2. Specify a suitable name for the Ethernet Address object, eg. wwwsrvl_mac
3. Enter 08-a3-67-bc-2e-f2 as the MAC Address

4. Click OK
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3.1.4. Address Groups

Address objects can be grouped in order to simplify configuration. Consider a number of public
servers that should be accessible from the Internet. The servers have IP addresses that are not in a
sequence, and can therefore not be referenced to as a single IP range. Consequently, individua 1P
Address objects have to be created for each server.

Instead of having to cope with the burden of creating and maintaining separate filtering policies
allowing traffic to each server, an Address Group named, for instance, Webservers, can be created
with the web server hosts as group members. Now, a single policy can be used with this group,
thereby greatly reducing the administrative workload.

Address Group objects are not restricted to contain members of the same subtype. In other words, |P
host objects can be teamed up with IP ranges, IP networks and so on. All addresses of all group
members are combined, effectively resulting in a union of the addresses. As an example, a group
containing two IP ranges, one with addresses 192.168.0.10 - 192.168.0.15 and the other with
addresses 192.168.0.14 - 192.168.0.19, will result in asingle | P range with addresses 192.168.0.10 -
192.168.0.19.

Keep in mind however that for obvious reasons, |P address objects can not be combined with
Ethernet addresses.

3.1.5. Auto-Generated Address Objects

To simplify the configuration, several address objects are automatically generated when the system
is run for the first time. These objects are being used by other parts of the configuration already
from start.

The following address objects are auto-generated:

I nterface Addresses For each Ethernet interface in the system, two IP Address objects are
pre-defined; one object for the IP address of the actual interface, and
one object representing the local network for that interface.

Interface | P address objects are named interfacename_ip and network
objects are named interfacenamenet. As an example, an interface
named lan will have an associated interface 1P object named lan_ip
and a network object named lannet.

Default Gateway An IP Address object named wan gw is auto-generated and
represents the default gateway of the system. The wan_gw object is
used primarily by the routing table, but is also used by the DHCP
client subsystem to store gateway address information acquired from
an DHCP server. If a default gateway address has been provided
during the setup phase, the wan_gw object will contain that address.
Otherwise, the object will be left empty (In other words, the IP
address is 0.0.0.0).

all-nets The all-nets IP address object is initiadized to the IP address
0.0.0.0/0, thus representing all possible IP addresses. This object is
used extensively throughout the configuration.
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3.2. Services

3.2.1. Overview

A Service object is a reference to a specific IP protocol with associated parameters. A Service
definition is usually based on one of the mgjor transport protocols such as TCP or UDP, with the
associated port number(s). The HTTP service, for instance, is defined as using the TCP protocol
with associated port 80.

However, service objects are in no way restricted to TCP or UDP. They can be used to define ICMP
messages, as well as any user-definable IP protocol.

Services are passive objects in that they cannot carry out any action in the system on their own.
Instead, Service objects are used frequently in the various security policies defined by rule sets. For
instance, arulein the IP rule set can use a Service object as afilter to decide whether or not to allow
certain traffic through the D-Link Firewall. For more information on how service objects are being
used wit P rules, see Section 3.5, “The IP Rule Set”.

A large number of Service objects come pre-defined with NetDefendOS. These include common
services such as HTTP, FTP, Telnet and SSH. Pre-defined Services can be used and aso modified
just like user-defined Services. However, it is recommended NOT to make any changes to
pre-defined services, but instead create new ones with the desired parameters.

Example 3.6. Listing the Available Services

To produce a listing of the available services in the system:

CLI
gwwor | d: /> show Service
The output will look similar to the following listing:

Servi ceG oup

all _services Al ICvP, TCP and UDP services

al | _tcpudp Al TCP and UDP services

i psec-suite  The | Psec+l KE suite

| 2t p-i psec L2TP using | Psec for encryption and aut hentication
| 2t p-raw L2TP control and transport, unencrypted

pptp-suite PPTP control and transport

Ser vi cel CVP

Web Interface

1. Goto Objects > Services

Example 3.7. Viewing a Specific Service
To view a specific service in the system:

CLI
gwwor | d: /> show Servi ce Servi ceTCPUDP echo
The output will look similar to the following listing:

Property Val ue

52



3.2.2. TCP and UDP Based Services Chapter 3. Fundamentals

Name: echo
DestinationPorts: 7
Type: TCPUDP ( TCP/ UDP)
SourcePorts: 0-65535
Pass| CVPRet ur n: No
ALG  (none)
MaxSessi ons: 1000
Comments: Echo service

Web Interface

1. Goto Objects > Services
2. Select the specific service object in the grid control.

3. Agrid listing all services will be presented.

3.2.2. TCP and UDP Based Services

Most applications are using TCP and/or UDP as transport protocol for transferring application data
over |P networks.

TCP (Transmission Control Protocol) is a connection-oriented protocol that, among other things,
includes mechanisms for reliable transmission of data. TCP is used by many common applications,
suchas HTTP, FTP and SMTP, where error-free transfers are mandatory.

For other types of applications where, for instance, performance is of great importance, such as
streaming audio and video services, UDP (User Datagram Protocol) is the preferred protocol. UDP
is connection-less, provides very few error recovery services, and give thereby much lower
overhead traffic than when using TCP. For this reason, UDP is used for non-streaming services as
well, and it is common in those cases that the applications themselves provide the error recovery
mechanisms.

To define a TCP or UDP service in the D-Link Firewall, a TCP/UDP Service object is used. This
type of object contains, apart from a unique name describing the service, also information on what
protocol (TCP, UDP or both) and what source and destination ports are applicable for the service.

Port numbers can be specified in several ways:

Single Port For many services, a single destination port is sufficient.
HTTP, for instance, uses destination port 80 in most cases.
SMTP uses port 25 and so on. For these types of Service, the
single port number is simply specified in the TCP/UDP
Service object.

Port Ranges Some services use a range of destination ports. As an
example, the NetBIOS protocol used by Microsoft Windows
uses destination ports 137 to 139. To define a range of ports
in a TCP/UDP Service object, the format mmm-nnn isused. A
port range is inclusive, meaning that a range specified as
137-139 covers ports 137, 138 and 139.

Multiple Portsand Port Ranges ~ Multiple ranges or individual ports may also be entered,
separated by commas. This provides the possibility to cover a
wide range of ports using only a single TCP/UDP Service
object. For instance, all Microsoft Windows networking can
be covered using a port definition specified as 135-139,445.
HTTP and Secure HTTP (HTTPS) can be covered by stating
destination ports 80,443.

53



3.2.2. TCP and UDP Based Services

Chapter 3. Fundamentals

Tip

The above methods of specifying port numbers are used not just for destination ports.
Source port definitions can follow the same conventions, although it is most usual that
the source ports are left as the default value which is 0-65535 and this corresponds to
all possible source ports.

CLI

Web Interface

3. Now enter:
e Type: TCP
* Source: 0-65535
» Destination: 3306

4. Click OK

Example 3.8. Adding a TCP/UDP Service
This example shows how to add a TCP/UDP Service, using destination port 3306, which is used by MySQL:

gwworl d: /> add Service ServiceTCPUDP MySQ. Desti nati onPorts=3306 Type=TCP

1. Goto Objects > Services > Add > TCP/UDP service

2. Specify a suitable name for the service, eg. MySQL

Apart from protocol and port information, TCP/UDP Service objects also contain several other
parameters that are being described in more detail in other sections of this users guide:

SYN Flood Protection

Passing ICMP Errors

Application Layer Gateway

Max Sessions

A TCP based service can be configured to enable protection
against SYN Flood attacks. For more details on how this
feature works see Section 6.6.8, “TCP SYN Flood Attacks’.

If an attempt to open a TCP connection is made by a user
application behind the D-Link Firewall and the remote server
is not in operation, an ICMP error message is returned as the
response. These ICMP errors can either be ignored or allowed
to pass through, back to the requesting application.

A TCP/UDP Service can be linked to an Application Layer
Gateway to enable deeper inspection of certain protocols. For
more information see Section 6.2, “Application Layer
Gateways’.

An important parameter associated with a Service is Max Sessions. This parameter is alocated a
default value when the Service is associated with an ALG. The default value varies according to the
ALG it is associated with. If the default is, for example 100, this would mean that only 100
connections are alowed in total for this Service across all interfaces.

For a Service involving, for instance an HTTP ALG, the default value can often be too low if there
are large numbers of clients connecting through the D-Link Firewall. It is therefore recommended to
consider if ahigher valueisrequired for a particular scenario.

Using All Services
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When setting up rules that filter by servicesit is possible to use the service grouping all_services to
refer to all protocols. If just referring to the main protocols of TCP, UDP and ICMP then the service
group all_tcpudpicmp can be used.

3.2.3. ICMP Services

Internet Control Message Protocol (ICMP), is a protocol integrated with IP for error reporting and
transmitting control information. The PING service, for example, uses ICMP to test an Internet
connectivity.

ICMP messages is delivered in I P packets, and includes a Message Type that specifies the type, that
is, the format of the ICMP message, and a Code that is used to further qualify the message. For

example, the message type Destination Unreachable, uses the Code parameter to specify the exact
reason for the error.

The ICMP message types that can be configured in NetDefendOS are listed as follows:

» Echo Request: sent by PING to a destination in order to check connectivity.

» Dedtination Unreachable: the source is told that a problem has occurred when delivering a
packet. There are codes from 0 to 5 for this type:

* Code O: Net Unreachable

* Code 1: Host Unreachable

* Code 2: Protocol Unreachable
» Code 3: Port Unreachable

« Code 4: Cannot Fragment

* Code5: Source Route Failed

» Redirect: the source istold that there is a better route for a particular packet. Codes assigned are
asfollows:

e Code 0: Redirect datagrams for the network
* Code 1: Redirect datagrams for the host
e Code 2: Redirect datagrams for the Type of Service and the network
* Code 3: Redirect datagrams for the Type of Service and the host
» Parameter Problem: identifies an incorrect parameter on the datagram.
» Echo Reply: the reply from the destination which is sent as aresult of the Echo Request.
» Source Quenching: the sourceis sending data too fast for the receiver, the buffer hasfilled up.

» Time Exceeded: the packet has been discarded asiit has taken too long to be delivered.

3.2.4. Custom IP Protocol Services

Services that run over IP and perform application/transport layer functions can be uniquely
identified by IP protocol numbers. IP can carry data for a number of different protocols. These
protocols are each identified by a unique IP protocol number specified in afield of the IP header, for
example, ICMP, IGMP, and EGP have protocol numbers 1, 2, and 8 respectively.

NetDefendOS supports these types of IP protocols by using the concept of Custom IP Protocol
Services. A Custom IP Protocol service is a service definition giving a name to an IP protocol
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number. Some of the common IP protocols, such as IGMP, are already pre-defined in the
NetDefendOS system configuration.

Similar to the TCP/UDP port ranges described previoudly, a range of IP protocol numbers can be
used to specify multiple applications for one service.

Note

The currently assigned IP protocol numbers and references are published by the
Internet  Assigned Numbers Authority (IANA) and can be found at
http://mwww.iana.or g/assignments/protocol -number s

Example 3.9. Adding an IP Protocol Service

This example shows how to add an IP Protocol Service, with the Virtual Router Redundancy Protocol.

CLI

gwworl d: /> add Service Servicel PProto VRRP | PProto=112

Web Interface

1. Goto Objects > Services > Add > IP protocol service

2. Specify a suitable name for the service, eg. VRRP

3. Enter 112 in the IP Protocol control

4. Optionally enter Virtual Router Redundancy Protocol in the Comments control
5. Click OK
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3.3. Interfaces

3.3.1. Overview

An Interface is one of the most important logical building blocks in NetDefendOS. All network
traffic that passes through or gets terminated in the system is done so through one or severa

interfaces.

An interface can be seen as a doorway for network traffic to or from the system. Thus, when traffic
enters the system through an interface, that interface would be referred to as the receiving interface
(or sometimes ingress or incoming interface). Consequently, when traffic is leaving the system, the
interface used to send the traffic is referred to as the sending interface (or sometimes egress

interface).

NetDefendOS supports a number of interface types, which can be divided into the following four

major groups:

Physical Interfaces

Physical Sub-Interfaces

Tunné I nterfaces

Each physical interface represents a physica port in a
NetDefendOS-based product. Thus, al network traffic that
originates from or is terminated in the system will eventually
pass through any of the physical interfaces.

NetDefendOS currently supports Ethernet as the only physical
interface type. For more information about Ethernet interfaces,
see Section 3.3.2, “Ethernet”.

Some interfaces require a binding to an underlying physical
interface in order to transfer data. This group of interfaces is
called Physical Sub-Interfaces.

NetDefendOS has support for two types of physica
sub-interfaces:

e Virtual LAN (VLAN) interfaces as specified by IEEE
802.1Q. When routing IP packets over a Virtual LAN
interface, they will be encapsulated in VLAN-tagged
Ethernet frames. For more information about Virtual LAN
interfaces, please see Section 3.3.3, “VLAN".

e PPPoE (PPP-over-Ethernet) interfaces for connections to
PPPOE servers. For more information about PPPOE, please
see Section 3.3.4, “PPPoE”.

Tunnel interfaces are used when network traffic is being
tunneled between the system and another tunnel end-point in
the network, before it gets routed to its final destination.

To accomplish tunneling, additional headers are added to the
traffic that is to be tunneled. Furthermore, various
transformations can be applied to the network traffic depending
on the type of tunnel interface. When routing traffic over an
IPsec interface, for instance, the payload is usually encrypted to
achieve confidentiality.

NetDefendOS supports the following tunnel interface types:

e |Psec interfaces are used as end-points for IPsec VPN
tunnels. For more information about |Psec VPN, please see
Section 9.3, “1Psec”.

e PPTP/L2TP interfaces are used as end-points for PPTP or
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L2TP tunnels. For more information about PPTP/L2TP,
please see Section 9.5, “PPTP/L2TP".

* GRE interfaces are used to establish GRE tunnels. For more
information about GRE, please see Section 3.3.5, “GRE
Tunnels’.

Even though the various types of interfaces are very different in the way they are implemented and
how they work, NetDefendOS treats al interfaces as logical IP interfaces. This means that al types
of interfaces can be used almost interchangeably in the various subystems and policies. The result of
thisisavery high flexibility in how traffic can be controlled and routed in the system.

Each interface in NetDefendOS is given a unique name to be able to select it into other subsystems.
Some of the interface types provide relevant default names that are possible to modify should that be
needed, while other interface types require a user-provided name.

Warning

If an interface definition is removed from a NetDefendOS configuration, it is important
to first remove or change any references to that interface. For instance rulesin the IP
rule set that refer to that interface should be removed or changed.

The any and core interfaces

In addition, NetDefendOS provides two special logica interfaces named cor e and any:

» any represents all possible interfaces including the cor e interface

» coreindicatesthat it is NetDefendOS itself that will deal with the traffic. Examples of the use of
core would be when the D-Link Firewall acts as a PPTP or L2TP server or is to respond to
ICMP "Ping" requests. By specifying the Destination Interface of a route as core,
NetDefendOS will then know that it isitself that is the ultimate destination of the traffic.

3.3.2. Ethernet

The IEEE 802.3 Ethernet standard allows various devices to be attached at arbitrary points or 'ports
to a physical transport mechanism such as a coaxia cable. Using the CSMA/CD protocol, each
Ethernet connected device 'listens' to the network and sends data to another connected device when
no other is sending. If 2 devices broadcast simultaneously, algorithms allow them to re-send at
different times. Devices broadcast data as frames and the other devices 'listen' to determine if they
are the intended destination for any of these frames.

A frame is a sequence of bits which specify the originating device plus the destination device, the
data payload along with error checking hits. A pause between the broadcasting of individual frames
allows devices time to process each frame before the next arrives and this pause becomes
progressively smaller as the transmission rates get faster from normal to Fast and then Gigabit
Ethernet.

Each Ethernet interface in a D-Link Firewall corresponds to a physical Ethernet port in the system.
The number of ports, their link speed and the way the ports are realized, is dependent on the
hardware model.

Note

Some systems use an integrated layer 2 switch for providing additional physical
Ethernet ports. Such additional ports are seen as a single interface by NetDefendOS.

Ethernet Interface Names
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The names of the Ethernet interfaces are pre-defined by the system, and are mapped to the names of
the physical ports; a system with awan port will have an Ethernet interface named wan and so on.

The names of the Ethernet interfaces can be changed to better reflect their usage. For instance, if an
interface named dmz is connected to awireless LAN, it might be convenient to change the interface
name to radio. For maintenance and troubleshooting, it is recommended to tag the corresponding
physical port with the new name.

Note

The startup process will enumerate all available Ethernet interfaces. Each interface
will be given a name of the form lanN, wanN and dmz, where N represents the number
of the interface if your D-Link Firewall has more than one of these interfaces. In most
of the examples in this guide lan is used for LAN traffic and wan is used for WAN
traffic. If your D-Link Firewall does not have these interfaces, please substitute the
references with the name of your chosen interface.

Ethernet IP Addresses

Each Ethernet interface is required to have an Interface IP Address, which can be either a static
address or an address provided by DHCP. The interface IP addressis used as the primary address for
communicating with the system through the specific Ethernet interface.

The standard is to use IP4 Address objects to define the addresses of Ethernet interfaces. Those
objects are normally auto-generated by the system. For more information, please see Section 3.1.5,
“ Auto-Generated Address Objects’.

Tip
Multiple IP addresses can be specified for an Ethernet interface by using the ARP
Publish feature. (For more information, see Section 3.4, “ ARP”).

In addition to the interface | P address, a Network address is also specified for the Ethernet interface.
The Network address provides information to NetDefendOS about what |P addresses are directly
reachable through the interface, in other words those residing on the same LAN segment as the
interface itself. In the routing table associated with the interface, NetDefendOS will automatically
create a direct route to the specified network over the actual interface.

The Default Gateway

A Default Gateway address can optionally be specified for an Ethernet interface. This setting tells
NetDefendOS how to reach hosts for which no routes exist. In other words, if a Default Gateway
address has been specified, NetDefendOS will automatically create a default route (destination
network all-nets) over the actual interface using the specified gateway. For natural reasons, only one
Ethernet interface at atime can be assigned a default gateway.

Using DHCP on Ethernet Interfaces

NetDefendOS includes a DHCP client for dynamic assignment of address information. The
information that can be set using DHCP includes the IP address of the interface, the local network
that the interface is attached to, and the default gateway.

All addresses received from the DHCP server are assigned to corresponding |P4Address objects. In
this way, dynamically assigned addresses can be used throughout the configuration in the same way
as static addresses. By default, the objects in use are the same ones as defined in Section 3.1.5,
“ Auto-Generated Address Objects’.

Example 3.10. Enabling DHCP

CLI
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gwworl d: /> set Interface Ethernet wan DHCPEnabl ed=Yes

Web Interface

1. Goto Interfaces > Ethernet
2. Inthe grid, click on the ethernet object of interest
3. Enable the Enable DHCP client option

4. Click OK

3.3.3. VLAN

Overview

Virtual LANs (VLANS) are useful in severa different scenarios, for instance, when filtering of
traffic is needed between different VLANS in an organization, or for any other reason where the
administrator would like to expand the number of interfaces.

Virtual LAN support in NetDefendOS allows the definition of one or more Virtual LAN interfaces
to be associated with a particular physica interface. These are then considered to be logical
interfaces by NetDefendOS and can be treated like physical interfacesin rule sets and routing tables.

VLAN Operation

NetDefendOS follows the IEEE 802.1Q specification for VLAN. On a protocol level, VLAN works
by adding a Virtual LAN Identifier (VLAN ID) to Ethernet frame headers. The VLAN ID is a
number from O up to 4095 which is used to identify the specific Virtual LAN to which the frame
belongs. In this way, Ethernet frames can belong to different Virtual LANS, but can still share the
same physical interface. With NetDefendOS, the VLAN ID must be unique for the physical
interface and the same VLAN ID can be used on different physical interfaces.

Packets received through Ethernet frames on a physical interface by NetDefendOS, are examined
for aVLAN ID. If aVLAN ID isfound and a matching VLAN interface has been defined for that
interface, NetDefendOS will use the VLAN interface as the source interface in further processing
with rule sets.

If there is no VLAN ID attached to an Ethernet frame received on the physical interface then the
frame is treated as being received on the physical interace and not on any VLAN interface that may
be defined.

License Limitations
The number of VLAN interfaces that can be defined for a NetDefendOS installation is limited by

the parameters of the license used. Different hardware models have different licenses and different
limitson VLANS.

Summary of VLAN Setup

It's important to understand that the administrator should treat a VLAN interface just like a physical
interface in that they require at least IP rules and routes to be defined in order to function. If, for
instance, no Allow rule is defined in the IP rule set for a VLAN interface then packets arriving on
that interface will be dropped. Below are the key steps for setting up aVLAN interface.

1. AssignanametotheVLAN interface.

2. Select the physical interface for the VLAN.
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3. AssignaVLAN ID that isunique on the physical interface.

4. Optionally specify an IP address for the VLAN.

5. Optionally specify an IP broadcast address for the VLAN.

6. Createthe required route(s) for the VLAN in the appropriate routing table.

7. Createrulesinthe P rule set to alow traffic through on the VLAN interface.

Example 3.11. Defining a VLAN

This simple example defines a virtual LAN called VLAN1O with a VLAN ID of 10. Note that this Virtual LAN
interface will use the IP address of the corresponding Ethernet interface, as no IP address is specified.

CLI

gwworl d:/> add Interface VLAN VLANLO Et hernet =l an Networ k=al | -nets VLAN D=10

Web Interface

1. Goto Interfaces > VLAN > Add > VLAN
2. Enter a suitable name for the VLAN, in this case VLAN10
3. Now enter:

* Interface: lan

« VLANID: 10

4. Click OK

3.3.4. PPPoE

3.34.1.

Point-to-Point Protocol over Ethernet (PPPOE) is a tunneling protocol used for connecting multiple
users on an Ethernet network to the Internet through a common serial interface, such as a single
DSL line, wireless device or cable modem. All the users on the Ethernet share a common
connection, while access control can be done on a per-user basis.

Internet server providers (ISPs) often require customers to connect through PPPOE to their
broadband service. Using PPPOE the provider can:

* Implement security and access-control using username/password authentication

e Trace IP addresses to a specific user

» Allocate IP address automatically for PC users (similar to DHCP). IP address provisioning can
be per user group

Overview of PPP

Point-to-Point Protocol (PPP), is a protocol for communication between two computers using a
seria interface, such as the case of a personal computer connected through a switched telephone line
to an ISP. In terms of the OSI model, PPP provides a layer 2 encapsulation mechanism to alow
packets of any protocol to travel through IP networks. PPP uses Link Control Protocol (LCP) for
link establishment, configuration and testing. Once the LCP is initialized, one or several Network
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3.3.4.2.

Control Protocols (NCPs) can be used to transport traffic for a particular protocol suite, so that
multiple protocols can interoperate on the same link, for example, both IP and IPX traffic can share
aPPP link.

Authentication is an option with PPP. Authentication protocols supported are Password
Authentication Protocol (PAP), Challenge Handshake Authentication Protocol (CHAP), Microsoft
CHAP (version 1 and 2). If authentication is used, at least one of the peers has to authenticate itself
before the network layer protocol parameters can be negotiated using NCP. During the LCP and
NCP negotiation, optional parameters such as encryption, can be negotiated.

PPPoE Client Configuration

The PPPoOE interface

Since the PPPoE protocol runs PPP over Ethernet, the firewall needs to use one of the normal
Ethernet interfaces to run PPPoE over. Each PPPoE Tunnel is interpreted as a logical interface by
the NetDefendOS, with the same routing and configuration capabilities as regular interfaces, with
the IP rule set being applied to all traffic. Network traffic arriving at the firewall through the PPPoE
tunnel will have the PPPoE tunnel interface as its source interface. For outbound traffic, the PPPoE
tunnel interface will be the destination interface. As with any interface, one or more routes are
defined so NetDefendOS knows what |P addresses it should accept traffic from and which to send
traffic to through the PPPoE tunnel. The PPPoE client can be configured to use a service nhame to
distinguish between different servers on the same Ethernet network.

IP address information

PPPoOE uses automatic |IP address alocation which is similar to DHCP. When NetDefendOS
receives this | P address information from the ISP, it stores it in a network object and usesit asthe IP
address of the interface.

User authentication

If user authentication is required by the ISP, the username and password can be setup in
NetDefendOS for automatic sending to the PPPOE server.

Dial-on-demand

If dial-on-demand is enabled, the PPPoE connection will only be up when there is traffic on the
PPPOE interface. It is possible to configure how the firewall should sense activity on the interface,
either on outgoing traffic, incoming traffic or both. Also configurable is the time to wait with no
activity before the tunnel is disconnected.

Example 3.12. Configuring a PPPOE client on the wan interface with traffic routed over
PPPoOE.

CLI
gwworl d:/> add Interface PPPoETunnel PPPoEC i ent Ethernetlnterface=wan

Net wor k=al | - net s User name=exanpl euser Passwor d=exanpl epw

Web Interface

1. Goto Interfaces > PPPOE > Add > PPoE Tunnel
2. Then enter:

* Name: PPPoECIlient

¢ Physical Interface: wan

* Remote Network: all-nets (as we will route all traffic into the tunnel)
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* Service Name: Service name provided by the service provider
e Username: Username provided by the service provider

» Password: Password provided by the service provider

e Confirm Password: Retype the password

e Under Authentication specify which authentication protocol to use
(the default settings will be used if not specified)

» Disable the option Enable dial-on-demand

e Under Advanced, if Add route for remote network is enabled then a new route will be added for the
interface

3. Click OK

Note

To provide a point-to-point connection over Ethernet, each PPP session must learn the
Ethernet address of the remote peer, as well as establish a unique session identifier.
PPPoE includes a discovery protocol that provides this.

3.3.5. GRE Tunnels

Overview

The Generic Router Encapsulation (GRE) protocol is a simple, encapsulating protocol that can be
used whenever there is a need to tunnel traffic across networks and/or through network devices.
GRE does not provide any security features but this means that its use has extremely low overhead.

Using GRE

GRE is typicaly used to provide a method of connecting two networks together across a third
network such as the Internet. The two networks being connected together communicate with a
common protocol which is tunneled using GRE through the intervening network. Examples of GRE
usage are:

» Traversing network equipment that blocks a particular protocol.

» Tunneling IPv6 traffic across an |Pv4 network.

*  Where a UDP data stream is to be multicast and it is necessary to transit through a network
device which does not support multicasting. GRE allows tunneling though the network device.

GRE Security and Performance

A GRE tunnel does not use any encryption for the communication and is therefore not, in itself,
secure. Any security must come from the protocol being tunneled. The advantage of GRE's lack of
encryption is the high performance which is achievable because of the low traffic processing
overhead. The lack of encryption can be acceptable in some circumstances if the tunneling is done
across an internal network that is not public.

Setting Up GRE
Like other tunnels in NetDefendOS such as an IPsec tunnel, a GRE Tunnél is treated as a logical

interface by NetDefendOS, with the same filtering, traffic shaping and configuration capabilities as
astandard interface. The GRE options are:
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e |P Address - This is the IP address of the sending interface. This is optional and can be left
blank. If it is left blank then the sending IP address will default to the local host address of
127.0.0.1.

* Remote Network - The remote network which the GRE tunnel will connect with.

* Remote Endpoint - This is the IP address of the remote device which the tunnel will connect
with.

e Use Session Key - A unique number can optionally specified for this tunnel. This allows more
than one GRE tunndl to run between the same two endpoints. The Session Key value is used to
distinguish between them.

» Additional Encapsulation Checksum - The GRE protocol allows for an additional checksum
over and above the IPv4 checksum. This provides an extra check of dataintegrity.

The Advanced settings for a GRE interface are:

* Automatically add route for remote network - This option would normally be checked in
order that the routing table is automatically updated. The aternative is to manually create the
required route.

* Addressto use as source IP - It is possible to specify a particular |P address as the source
interface P for the tunnel.

GRE and the IP Rule Set

An established GRE tunnel does not automatically mean that all traffic coming from or to that GRE
tunnel is trusted. On the contrary, network traffic coming from the GRE tunnel will be transferred to
the NetDefendOS IP rule set for evaluation. The source interface of the network traffic will be the
name of the associated GRE Tunnel. The same is true for traffic in the opposite direction, that is,
going into a GRE tunnel. Furthermore a Route has to be defined so NetDefendOS knows what 1P
addresses should be accepted and sent through the tunnel.

An Example GRE Scenario

The diagram below illustrates a typical GRE scenario, where two D-Link Firewalls A and B must
communicate with each other through the intervening internal network 172.16.0.0/16.

Any traffic passing between A and B is tunneled through the intervening network using a GRE
tunnel and since the network is internal and not public there is no need for encryption.

Figure 3.1. An Example GRE Scenario
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Setup for D-Link Firewall "A"
Assuming that the network 192.168.10.0/24 is lannet on the lan interface, the steps for setting up
NetDefendOS on A are:
1. Inthe address book set up the following I P objects:
e remote net B: 192.168.11.0/24
e remote gw: 172.16.1.1
e ip_GRE: 192.168.0.1
2. CreateaGRE Tunnel object called GRE_to_ B with the following parameters:
e |PAddress: ip GRE
* Remote Network: remote net B
e Remote Endpoint: remote_gw
e UseSession Key: 1
e Additional Encapulation Checksum: Enabled
3. Define a route in the main routing table which routes al traffic to remote net B on the
GRE_to_B GRE interface. Thisis not necessary if the option Add route for remote network
is enabled in the Advanced tab, since thiswill add the route automatically.

4. Createthefollowing rulesin the IP rule set that allow traffic to pass through the tunnel:

Name Action Src Interface |Src Network |Dest Interface |Dest Network |Service
To_B Allow lan lannet GRE_to B remote_net_B |All
From_B Allow GRE_to_B remote_net_B |lan lannet All

Setup for D-Link Firewall "B"

Assuming that the network 192.168.11.0/24 is lannet on the lan interface, the steps for setting up

NetDefendOS on B are as follows:
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1. Inthe address book set up the following I P objects:

remote net A: 192.168.10.0/24

remote gw: 172.16.0.1

ip_GRE: 192.168.0.2

2. CreateaGRE Tunnel object called GRE_to_A with the following parameters:

3. Define a route in the main routing table which routes all traffic to remote net A on the
GRE_to A GRE interface. Thisis not necessary if the option Add route for remote network

IP Address: ip_ GRE

Remote Network: remote net A

Remote Endpoint: remote_gw

Use Session Key: 1

Additional Encapulation Checksum: Enabled

is enabled in the Advanced tab, since thiswill add the route automatically.

4. Createthefollowing rulesin the IP rule set that allow traffic to pass through the tunnel:

Name Action Src Interface |Src Network |Dest Interface |[Dest Network [Service
To_A Allow lan lannet GRE_to_A remote_net_A |All
From_A Allow GRE_to_A remote_net_A |lan lannet All

3.3.6. Interface Groups

Multiple NetDefendOS interfaces can be grouped together to form an Interface Group. Such a
logical group can then be subject to common policies and be referred to using a group name in the
IPrule set and User Authentication Rules.

A group can consist of regular Ethernet interfaces, VLAN interfaces, or VPN Tunnels and the
members of a group need not be of the same type. A group might consist, for instance, of two

Ethernet interfaces and four VLAN interfaces.

CLI

Web Interface

Example 3.13. Creating an Interface Group

2. Enter the following information to define the group:

* Name: The name of the group to be used later

« Interfaces: Select the interfaces to be in the group

1. Goto Interfaces > Interface Groups > Add > InterfaceGroup

gwworl d:/> add Interface InterfaceG oup exanpl egroup Menbers=exanpl ei f 1, exanpl ei f2

e Security/Transport Equivalent: If enabled, the interface group can be used as a destination interface in
rules where connections might need to be moved between the interfaces - examples of such usage are
Route Fail-Over and OSPF
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3. Click OK
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3.4. ARP

3.4.1. Overview

Address Resolution Protocol (ARP) is a protocol, which maps a network layer protocol addressto a
data link layer hardware address and it is used to resolve an IP address into its corresponding
Ethernet address. It works at the OS| Data Link Layer (Layer 2 - see Appendix D, The OS
Framework) and is encapsulated by Ethernet headers for transmission.

A host in an Ethernet network can communicate with another host only if it knows the Ethernet
address (MAC address) of that host. Higher level protocols such as IP make use of IP addresses
which are fundamentally different from a lower level hardware addressing scheme like the MAC
address. ARP is used to retrieve the Ethernet MAC address of ahost by using its I P address.

When a host needs to resolve an IP address to the corresponding Ethernet address, it broadcasts an
ARP request packet. The ARP request packet contains the source MAC address and the source IP
address and the destination |P address. Each host in the local network receives this packet. The host
with the specified destination 1P address, sends an ARP reply packet to the originating host with its
MAC address.

3.4.2. ARP in NetDefendOS

NetDefendOS provides not only standard support for ARP, but also adds a number of security
checks on top of the protocol implementation. As an example, NetDefendOS will by default not
accept ARP replies for which the system has not sent out a corresponding ARP query for. Without
this type of protection, the system would be vulnerable to "connection hijacking".

NetDefendOS supports both dynamic ARP as well as static ARP, and the latter is available in two
modes, Publish and XPublish.

Dynamic ARP is the main mode of operation for ARP, where NetDefendOS sends out ARP requests
whenever it needs to resolve an IP address to an Ethernet address. The ARP replies are stored in the
ARP cache of the system.

Satic ARP is used for manually lock an IP address to a specific Ethernet address. Thisis explained
in more detail in the sections below.

3.4.3. ARP Cache

The ARP Cache is the temporary table in NetDefendOS for storing the mapping between IP and
Ethernet addresses. The ARP cache is empty at system startup and will be populated with entries as
needed.

The contents of atypical (minimal) ARP Cache looks similar to the following table:

Type IP Address Ethernet Address Expire
Dynamic 192.168.0.10 08:00:10:0f:bc:a5 45
Dynamic 193.13.66.77 0a:46:42:4f:ac:65 136
Publish 10.5.16.3 4a:32:12:6¢:89:a4

Thefirst itemin this ARP Cacheis a dynamic ARP entry which tells us that IP address 192.168.0.10
is mapped to an Ethernet address of 08:00:10:0f:bc:a5. The second item dynamically maps the IP
address 193.13.66.77 to Ethernet address 0a:46:42:4f;ac:65. Finally, the third item is a static ARP
entry binding the IP address 10.5.16.3 to Ethernet address 4a:32:12:6¢:89:a4.

The third column in the table, Expire, is used to indicate for how much longer the ARP entry will be
valid. The first item, for instance, has an expiry value of 45, which means that this entry will be
rendered invalid and removed from the ARP Cache in 45 seconds. If traffic is going to be sent to the
192.168.0.10 | P address after the expiration, NetDefendOS will issue a new ARP request.
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The default expiration time for dynamic ARP entries is 900 seconds (15 minutes). This can be
changed by modifying the Advanced Setting ARPEXxpire. The setting ARPEXxpireUnknown
specifies how long NetDefendOS is to remember addresses that cannot be reached. This is done to
ensure that NetDefendOS does not continously request such addresses. The default value for this
setting is 3 seconds.

Example 3.14. Displaying the ARP Cache
The contents of the ARP Cache can be displayed from within the CLI.

CLI

gwworld:/> arp -show

ARP cache of iface |an
Dynamic 10.4.0.1

1000: 0000: 4009 Expi re=196
Dynami c 10.4.0. 165

0002: a529: 1f 65 Expi r e=506

Flushing the ARP Cache

If ahost in your network has recently been replaced with a new hardware but keeping the same IP
address, it is most likely to have a new Ethernet address. If NetDefendOS has an ARP entry for that
host, the Ethernet address of that entry will beinvalid, causing data sent to the host to never reach its
destination.

Naturally, after the ARP expiration time, NetDefendOS will learn the new Ethernet address of the
requested host, but sometimes it might be necessary to manually force a re-query. This is easiest
achieved by flushing the ARP cache, an operation which will delete all dynamic ARP entries from
the cache, thereby forcing NetDefendOS to issue new ARP queries.

Example 3.15. Flushing the ARP Cache

This example shows how to flush the ARP Cache from within the CLI.

CLI

gwworld:/> arp -flush
ARP cache of all interfaces flushed.

Size of the ARP Cache

By default, the ARP Cache is able to hold 4096 ARP entries at the same time. This is feasible for
most deployments, but in rare occasions, such as when there are several very large LANSs directly
connected to the firewall, it might be necessary to adjust this value. This can be done by by
modifying the Adavnced Setting ARPCacheSize.

So-called "hash tables' are used to rapidly look up entries in the ARP Cache. For maximum
efficiency, a hash should be twice as large as the table it is indexing, so if the largest
directly-connected LAN contains 500 | P addresses, the size of the ARP entry hash should be at least
1000 entries. The administrator can modify the Advanced Setting ARPHashSize to reflect specific
network requirements. The default value of this setting is 512.

The ARPHashSizeVL AN setting is similar to the ARPHashSize setting, but affects the hash size
for VLAN interfaces only. The default value is 64.

3.4.4. Static and Published ARP Entries
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NetDefendOS supports defining static ARP entries (static binding of IP addresses to Ethernet
addresses) as well as publishing | P addresses with a specific Ethernet address.

Static ARP Entries

Static ARP items may help in situations where a device is reporting incorrect Ethernet address in
response to ARP requests. Some workstation bridges, such as radio modems, can have such
problems. It may also be used to lock an IP address to a specific Ethernet address for increasing
security or to avoid denial-of-service if there are rogue users in a network. Note however, that such
protection only applies to packets being sent to that IP address, it does not apply to packets being
sent from that 1P address.

Example 3.16. Defining a Static ARP Entry

This example will create a static mapping between IP address 192.168.10.15 and Ethernet address
4b:86:f6:¢c5:a2:14 on the lan interface:

CLI

gwworl d: /> add ARP Interface=lan | P=192.168.10. 15 Mde=Static
MACAddr ess=4b- 86- f 6- c5- a2- 14

Web Interface

1. Goto Interfaces > ARP > Add > ARP
2. Select the following from the dropdown lists:
* Mode: Static
* Interface: lan
3. Enter the following:
e |P Address: 192.168.10.15
* MAC: 4b-86-f6-c5-a2-14
4. Click OK

Published ARP Entries

NetDefendOS supports publishing ARP entries, meaning that you can define |P addresses (and
optionally Ethernet addresses) for an interface. NetDefendOS will then provide ARP replies for
ARP requests related to those | P addresses.

This can serve two purposes.

e Togivetheimpression that an interface in NetDefendOS has more than one IP address.

* To ad nearby network equipment responding to ARP in an incorrect manner. This use is
however less common.

The first purpose is useful if there are several separate IP spans on asingle LAN. The hosts on each
IP span may then use a gateway in their own span when these gateway addresses are published on
the corresponding NetDefendOS interface.

Another use is publishing multiple addresses on an externa interface, enabling NetDefendOS to
statically address trandate communications to these addresses and send it onwards to internal
servers with private |P addresses.
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There are two publishing modes; Publish and XPublish. The difference between the two is that
XPublish "lies" about the sender Ethernet address in the Ethernet header; thisis set to be the same as
the published Ethernet address rather than the actual Ethernet address of the Ethernet interface. If a
published Ethernet address is the same as the Ethernet address of the interface, it will make no
differenceif you select Publish or XPublish, the result will be the same.

Tip

In the configuration of ARP entires, addresses may only be published one at a time.
However, you can use the ProxyARP feature to handle publishing of entire networks
(see Section 4.2.4, “ Proxy ARP").

3.4.5. Advanced ARP Settings

This section presents some of the advanced settings related to ARP. In most cases, these settings
need not to be changed, but in some deployments, modifications might be needed. Most can be
found in the WebUI by going to ARP > Advanced Settings.

Multicast and Broadcast

ARP requests and ARP replies containing multicast or broadcast addresses are usually never correct,
with the exception of certain load balancing and redundancy devices, which make use of hardware
layer multicast addresses.

The default behaviour of NetDefendOS isto drop and log such ARP requests and ARP replies. This
can however be changed by modifying the Advanced Settings ARPM ulticast and ARPBroadcast.

Unsolicited ARP Replies

It is fully possible for a host on the LAN to send an ARP reply to the firewall, even though a
corresponding ARP request has not been issued. According to the ARP specification, the recipient
should accept these types of ARP replies. However, because this can facilitate hijacking of local
connections, NetDefendOS will normally drop and log such replies.

The behavior can be changed by modifying the Advanced Setting UnsolicitedARPReplies.
ARP Requests

The ARP specification states that a host should update its ARP Cache with data from ARP requests
received from other hosts. However, as this procedure can facilitate hijacking of local connections,
NetDefendOS will normally not allow this.

To make the behavior compliant with the RFC 826 specification, the administrator can modify the
Adavnced Setting ARPRequests. Even if ARPRequestsis set to "Drop”, meaning that the packet is
discarded without being stored, the system will, provided that other rules approve the request, reply
toit.

Changes to the ARP Cache

NetDefendOS provides a few settings controlling how to manage changes to the ARP cache.

Possibly, a received ARP reply or ARP request would alter an existing item in the ARP cache.
Allowing this to take place may alow hijacking of local connections. However, not alowing this
may cause problems if, for example, a network adapter is replaced, as NetDefendOS will not accept
the new address until the previous ARP cache entry has timed out.

The Advanced Setting ARPChanges can be adjusted to change the behavior. The default behaviour
isthat NetDefendOS will allow changes to take place, but al such changes will be logged.

Another, similar, situation is where information in ARP replies or ARP requests would collide with
static entries in the ARP cache. Naturaly, thisis never allowed to happen. However, changing the
Adavnced Setting StaticARPChanges allow the administrator to specify whether or not such
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situations are to be logged.
Sender IP 0.0.0.0

NetDefendOS can be configured on what to do with ARP queries that have a sender 1P of 0.0.0.0.
Such sender IPs are never valid in responses, but network units that have not yet learned of their 1P
address sometimes ask ARP questions with an "unspecified”" sender IP. Normally, these ARP replies
are dropped and logged, but the behavior can be changed by modifying the Advanced Setting
ARPQueryNoSender | P.

Matching Ethernet Addresses
By default, NetDefendOS will require that the sender address at Ethernet level should comply with

the Ethernet address reported in the ARP data. If thisis not the case, the reply will be dropped and
logged. Change the behavior by modifying the Advanced Setting ARPM atchEnetSender .
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3.5. The IP Rule Set
3.5.1. Security Policies

Policy Characteristics
NetDefendOS Security Policies designed by the administrator, regulate the way in which traffic can
flow through a D-Link Firewall. Policies in NetDefendOS are defined by different NetDefendOS

rule sets. These rule sets share a common means of specifying filtering criteria which determine the
type of traffic to which they will apply. This set of criteria consists of:

Source I nterface An Interface or Interface Group where the packet is received at
the D-Link Firewall. This can also be aVPN tunnel.

Sour ce Networ k The network that contains the source IP address of the packet.
This might be a NetDefendOS IP object which could define a
single | P address or range of addresses.

Destination Interface An Interface or an Interface Group from which the packet
would leave the D-Link Firewall. This can also be a VPN tunnel.

Destination Networ k The network to which the destination IP address of the packet
belongs. This might be a NetDefendOS IP object which could
define asingle IP address or range of addresses.

Service The protocol type to which the packet belongs. Service objects
define a protocol/port type. Examples might be HTTP or ICMP.

Custom services can also be defined.(see Section 3.2, “Services’
for more information.)

The NetDefendOS rule sets, all of which use the same five filtering parameters, include:

* IPrules.

» Piperules (see Section 10.1, “Traffic Shaping”).

» Policy-based Routing rules (see Section 4.3, “Policy-based Routing”).
* IDPrules (see Section 6.5, “Intrusion Detection and Prevention”).

e Authentication rules (source net/interface only - see Chapter 8, User Authentication).

Specifying Any Interface or Network

When specifying the filtering criteria in any of the rule sets specified above there are three useful

pre-defined options that can be used :

» For a Source or Destination Network, the all-nets option is equivalent to the IP address 0.0.0.0/0
which will mean that any |P address is acceptable.

e For Source or Destination Interface, the any option can be used so that NetDefendOS will not
care about the interface which the traffic is going to or coming from.

» The Destination Interface can be specified as core. This means that traffic, such as an ICMP
Ping is destined for the D-Link Firewall itself and it is NetDefendOS that will respond to it.
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IP Rules

The IP rule set is the most important of these security policy rule sets. It determines the critical
packet filtering function of NetDefendOS, regulating what is allowed or not allowed to pass through
the D-Link Firewall, and if necessary, how address translations like NAT are applied.

There are two possible approaches to how traffic traversing a NetDefendOS could be dealt with:

e Everything isdenied unless specifically permitted

» Everything is permitted unless specifically denied

To provide the best security, the first of these approaches is adopted by NetDefendOS and the Drop
action is the default policy of the IP rule set meaning that everything is denied. In order to permit
any traffic (including NetDefendOS responding to ICMP Ping requests) |P rules must be defined by
the administrator that allow traffic to traverse the D-Link Firewall.

Although dropping packets is achieved without an explicit IP rule, for logging purposes it is
recommended that a Drop |P rule with logging enabled is placed asthe last rule in the IP rule set.

3.5.2. IP Rule Evaluation

When anew TCP/IP connection is being established through the D-Link Firewall, the list of IP rules
are evaluated from top to bottom until a rule that matches the parameters of the new connection is
found. Therule's Action is then performed.

If the action allows it then the establishment of the new connection will go ahead. A new entry or
state representing the new connection will then be added to NetDefendOS's internal state table
which allows monitoring of opened and active connections passing through the D-Link Firewall. If
the action is Drop or Reject then the new connection is refused.

Stateful Inspection

After initial rule evaluation of the opening connection, subsequent packets belonging to that
connection will not need to be evaluated individually against the rule set. Instead, a highly efficient
algorithm searches the state table for each packet to determine if it belongs to an established
connection.

This approach is known as stateful inspection and is applied not only to stateful protocols such as
TCP but also by means of "pseudo-connections' to stateless protocols such as UDP and ICMP. This
approach means that evaluation against the IP rule set is only done in the initial opening phase of a
connection. The size of the IP rule set consequently has negligible effect on overall throughput.

The First Matching Principle

If several rules match the same parameters, the first matching rule in a scan from top to bottom is
the one that decides how the connection will be handled.

The exception to thisis SAT rules since these rely on a pairing with a second rule to function. After
encountering a matching SAT rule the search will therefore continue on looking for a matching
second rule (see Section 7.3, “ Static Address Translation” for more information on this).

Non-matching Traffic

Incoming packets that don't match any rule in the rule set and that don't have an aready opened
matching connection in the state table, will automatically be subject to a Drop action. For
explicitness there should be a rule called DropAll as the fina rule in the rule set with an action of
Drop with Source/Destination Network all-nets and Source/Destination Interface all.
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3.5.3. IP Rule Actions

A rule consists of two parts: the filtering parameters and the action to take if there is a match with
those parameters. As described above, the parameters of any NetDefendOS rule, including IP rules
are:

» Source Interface

»  Source Network

» Dedtination Interface
» Destination Network
* Service

The Servicein an IP rule is also important because if an Application Layer Gateway object is to be
applied to traffic then it must be associated with a Service object (see Section 6.2, “Application
Layer Gateways').

When an IP ruleistriggered by a match then one of the following Actions can occur:

Allow The packet is alowed to pass. As the rule is applied to only the opening of a
connection, an entry in the "state table" is made to record that a connection is open.
The remaining packets related to this connection will pass through the NetDefendOS's
"stateful engine".

FwdFast Let the packet pass through the D-Link Firewall without setting up a state for it in the
state table. This means that the stateful inspection process is bypassed and is therefore
less secure than Allow or NAT rules. Packet processing time is also slower than Allow
rules since every packet is checked against the entire rule set.

NAT This functions like an Allow rule, but with dynamic address trandlation (NAT) enabled
(see Section 7.1, “Dynamic Network Address Trandlation” in Chapter 7, Address
Trandlation for a detailed description).

SAT This tells NetDefendOS to perform static address trandation. A SAT rule aways
requires a matching Allow, NAT or FwdFast rule further down the rule set (see
Section 7.3, “Static Address Trandation” in Chapter 7, Address Trangdlation for a
detailed description).

Drop This tells NetDefendOS to immediately discard the packet. This is an "impolite"
version of Reject in that no reply is sent back to the sender. It is often preferable since
it gives apotential attacker no clues about what happened to their packets.

Reject This acts like Drop, but will return a"TCP RST" or "ICMP Unreachable message",
informing the sending computer that the packet was disallowed. This is a "palite"
version of the Drop action.

Bi-directional Connections

A common mistake when setting up IP Rules is to define two rules, one rule for traffic in one
direction and another rule for traffic coming back in the other direction. In fact nearly all 1P Rules
types alow bi-directional traffic flow once the initial connection is set up. The Source Network
and Source Interface in the rule means the source of the initial connection request. Once a
connection is permitted and established traffic can then flow in either direction over it.

The exception to this bi-directiona flow is FwdFast rules. If the FwdFast action is used then the
rule will not allow traffic to flow from the destination back to the source. If bi-directional flow is
required then two FwdFast rules are needed, one for either direction. This is also the case if a
FwdFast ruleisused with a SAT rule.
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Using Reject
In certain situations the Reject action is recommended instead of the Drop action because a polite

reply is required from NetDefendOS. An example of such a situation is when responding to the
IDENT user identification protocol.

3.5.4. Editing IP rule set Entries

After adding various rules to the rule set editing any line can be achieved in the Web-Ul by right
clicking on that line.

A context menu will appear with the following options:

Edit This allows the contents of the rule to be changed.
Delete Thiswill remove the rule permanently from the rule set.
Disable/Enable This alows the rule to be disabled but left in the rule set. While disabled the

rule set line will not effect traffic flow and will appear grayed out in the user
interface. It can be re-enabled at any time.

Move options The last section of the context menu allows the rule to be moved to a
different position in the rule set and therefore have a different precedence
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3.6. Schedules

In some scenarios, it might be useful to control not only what functionality is enabled, but also when
that functionality is being used.

For instance, the IT policy of an enterprise might stipulate that web traffic from a certain department
is only allowed access outside that department during normal office hours. Another example might
be that authentication using a specific VPN connection is only permitted on weekdays before noon.

NetDefendOS addresses this requirement by providing Schedule objects, or simply schedules, that
can be selected and used with various types of security policies to accomplish time-based control.
This functionality isin no way limited to IP Rules, but is valid for most types of policies, including
Traffic Shaping rules and Intrusion Detection and Prevention (IDP) rules. A Schedule object is, in
other words, a very powerful component that can allow detailed regulation of when functions in
NetDefendOS are enabled or disabled.

A Schedule object gives the possibility to enter multiple time ranges for each day of the week.
Furthermore, a start and a stop date can be specified that will impose additional constraints on the
schedule. For instance, a schedule can be defined as Mondays and Tuesdays, 08:30 - 10:40 and
11:30 - 14:00, Fridays 14:30 - 17:00.

| mportant

As schedules depend on an accurate date and time, it is very important that the system
date and time are set correctly. Preferably, time synchronization has also been
enabled to ensure that scheduled policies will be enabled and disabled at the right
time. For more information, please see Section 3.8, “ Setting Date and Time” .

Example 3.17. Setting up a Time-Scheduled Policy

This example creates a schedule object for office hours on weekdays, and attaches the object to an IP Rule that
allows HTTP traffic.

CLI
gwworl d: /> add Schedul eProfile OficeHours Mon=8-17 Tue=8-17 Wd=8-17 Thu=8-17
Fri=8-17

gwwor |l d: /> add | PRul e Acti on=NAT Servi ce=http Sourcel nterface=l an
Sour ceNet wor k=I annet Desti nati onl nt er f ace=any
Dest i nat i onNet wor k=al | - net s Schedul e=Cf f i ceHour s
nanme=Al | owHTTP

Web Interface

1. Goto Objects > Schedules > Add > Schedule
2. Enter the following:
* Name: OfficeHours
3. Select 08-17, Monday to Friday in the grid.
4. Click OK

1. GotoRules >IP Rules > Add > IPRule
2. Enter the following:
¢ Name: AllowHTTP

3. Select the following from the dropdown lists:
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Action: NAT

Service: http

Schedule: OfficeHours
Sourcelnterface: lan
SourceNetwork lannet
DestinationInterface: any

DestinationNetwork: all-nets

4. Click OK
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3.7. X.509 Certificates

NetDefendOS supports digital certificates that comply with the ITU-T X.509 standard. This
involves the use of an X.509 certificate hierarchy with public-key cryptography to accomplish key
distribution and entity authentication.

3.7.1. Overview

An X.509 certificate is a digital proof of identity. It links an identity to a public key in order to
establish whether a public key truly belongs to the supposed owner. By doing this, it prevents data
transfer interception by a malicious third-party who might post a phony key with the name and user
ID of an intended recipient.

Certificates with VPN Tunnels

The predominate usage of certificates in NetDefendOS is with VPN tunnels. The simplest and
fastest way to provide security between the ends of atunnel isto use Pre-shared Keys (PSKs). Asa
VPN network grows so does the complexity of using PSKs. Certificates provide a means to better
manage security in much larger networks.

Certificate Components

A certificate consists of the following:

* A public key: The"identity" of the user, such as name, user ID.

» Digital signatures: A statement that tells the information enclosed in the certificate has been
vouched for by a Certificate Authority (CA).

By binding the above information together, a certificate is a public key with identification attached,
coupled with a stamp of approval by atrusted party.

Certification Authorities

A certification authority ("CA") is a trusted entity that issues certificates to other entities. The CA
digitally signs al certificates it issues. A valid CA signature in a certificate verifies the identity of
the certificate holder, and guarantees that the certificate has not been tampered with by any third

party.

A certification authority is responsible for making sure that the information in every certificate it
issues is correct. It also has to make sure that the identity of the certificate matches the identity of
the certificate holder.

A CA can aso issue certificates to other CAs. This leads to a tree-like certificate hierarchy. The
highest CA is called the root CA. In this hierarchy, each CA is signed by the CA directly above it,
except for theroot CA, which istypically signed by itself.

A certification path refers to the path of certificates from one certificate to another. When verifying
the validity of a user certificate, the entire path from the user certificate up to the trusted root
certificate has to be examined before establishing the validity of the user certificate.

The CA certificate is just like any other certificates, except that it allows the corresponding private

key to sign other certificates. Should the private key of the CA be compromised, the whole CA,
including every certificate it has signed, is aso compromised.

Validity Time

A certificate is not valid forever. Each certificate contains the dates between which the certificate is
valid. When this vaidity period expires, the certificate can no longer be used, and a new certificate
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has to be issued.
Certificate Revocation Lists

A Certificate Revocation List (CRL) contains alist of all certificates that have been cancelled before
their expiration date. This can happen for several reasons. One reason could be that the keys of the
certificate have been compromised in some way, or perhaps that the owner of the certificate has lost
the rights to authenticate using that certificate. This could happen, for instance, if an employee has
left the company from whom the certificate was issued.

A CRL isregularly published on a server that all certificate users can access, using either the LDAP
or HTTP protocols.

Certificates often contain a CRL Distribution Point (CDP) field, which specifies the location from
where the CRL can be downloaded. In some cases certificates do not contain this field. In those
cases the location of the CRL has to be configured manually.

The CA updates its CRL at a given interval. The length of this interval depends on how the CA is
configured. Typically, thisis somewhere between an hour to several days.

Trusting Certificates

When using certificates, NetDefendOS trusts anyone whose certificate is signed by a given CA.
Before a certificate is accepted, the following steps are taken to verify the validity of the certificate:
» Construct a certification path up to the trusted root CA.

» Verify the signatures of al certificates in the certification path.

» Fetch the CRL for each certificate to verify that none of the certificates have been revoked.

Identification Lists

In addition to verifying the signatures of certificates, NetDefendOS also employs identification lists.
An identification list is a list naming all the remote identities that are allowed access through a
specific VPN tunnel, provided the certificate validation procedure described above succeeded.

Reusing Root Certificates
In NetDefendOS, root certificates should be seen as global entities that can be reused between VPN

tunnels. Even though a root certificate is associated with one VPN tunnel in NetDefendOS, it can
still be reused with any number of other, different VPN tunnels.

3.7.2. X.509 Certificates in NetDefendOS

X.509 certificates can be uploaded to the D-Link Firewall for use in IKE/IPsec authentication,
Webauth, etc. There are two types of certificates that can be uploaded, self signed certificates and
remote certificates belonging to aremote peer or CA server.

Example 3.18. Uploading an X.509 Certificate

The certificate may either be self-signed or belonging to a remote peer or CA server.

Web Interface

1. Go to Objects > Authentication Objects > Add > Certificate

2. Specify a suitable name for the certificate.
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3. Now select one of the following:
e Upload self-signed X.509 Certificate
e Upload aremote certificate

4. Click OK and follow the instructions.

Example 3.19. Associating X.509 Certificates with IPsec Tunnels

To associate an imported certificate with an IPsec tunnel.

Web Interface

1. Goto Interfaces > IPsec

2. Display the properties the IPsec tunnel

3. Select the Authentication tab

4. Select the X509 Certificate option

5. Select the correct Gateway and Root certificates

6. Click OK
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3.8. Setting Date and Time

Correctly setting the date and time is important for NetDefendOS to operate properly. Time
scheduled policies, auto-update of the IDP and Anti-Virus databases, and other product features
require that the system clock is accurately set. In addition, log messages are tagged with
time-stamps in order to indicate when a specific event occured. Not only does this assume aworking
clock, but also that the clock is correctly synchronized with other devicesin the network.

To maintain current date and time, NetDefendOS makes use of a built-in real-time hardware clock.
This clock is also equipped with a battery backup to guard against a temporary loss of power. In

addition, NetDefendOS supports Time Synchronization Protocols in order to automatically adjust
the clock, based on queries sent to special external servers.

3.8.1. General Date and Time Settings

Current Date and Time

The administrator can set the date and time manually and this is recommended when a new
NetDefendOS installation is started for the first time.

Example 3.20. Setting the Current Date and Time

To adjust the current date and time, follow the steps outlined below:
CLI
gwworld:/> tinme -set YYYY-mm DD HH: MM SS

Where YYYY-mm-DD HH:MM:SS is the new date and time. Note that the date order is year, then month and then
day. For example, to set the date and time to 9:25 in the morning on April 27th, 2007 the command would be:

gwworld:/> time -set 2007-04-27 09: 25: 00

Web Interface

1. Goto System > Date and Time
2. Click Set Date and Time
3. Setyear, month, day and time via the dropdown controls

4. Click OK

Note
A new date and time will be applied by NetDefendOS as soon asiit is set.

Time Zones

The world is divided up into a number of time zones with Greenwich Mean Time (GMT) in London
at zero longitude being taken as the base time zone. All other time zones going east and west from
zero longitude are taken as being GMT plus or minus a given integer number of hours. All locations
counted as being inside a given time zone will then have the same local time and this will be one of
the integer offsets from GMT.

The NetDefendOS time zone setting reflects the time zone where the D-Link Firewall is physically
located.
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Example 3.21. Setting the Time Zone
To modify the NetDefendOS time zone to be GMT plus 1 hour, follow the steps outlined below:

CLI

gwworl d: /> set DateTine Ti mezone=GMIpl usl

Web Interface

1. Goto System > Date and Time
2. Select (GMT+01:00) in the Timezone drop-down list

3. Click OK

Daylight Saving Time

Many regions follow Daylight Saving Time (DST) (or "Summer-time" as it is called in some
countries) and this means clocks are advanced for the summer period. Unfortunately, the principles
regulating DST vary from country to country, and in some cases there can be variations within the
same country. For this reason, NetDefendOS does not automatically know when to adjust for DST.
Instead, thisinformation has to be manually provided if daylight saving timeisto be used.

There are two parameters governing daylight saving time; the DST period and the DST offset. The
DST period specifies on what dates daylight saving time starts and ends. The DST offset indicates
the number of minutes to advance the clock during the daylight saving time period.

Example 3.22. Enabling DST

To enable DST, follow the steps outlined below:

CLI

gwwor | d: /> set DateTi me DSTEnabl ed=Yes

Web Interface

1. Goto System/Date and Time
2. Check the Enable daylight saving time checkbox control.

3. Click OK

3.8.2. Time Servers

The hardware clock which NetDefendOS uses can sometimes become fast or slow after a period of
operation. This is norma behavior in most network and computer equipment and is solved by
utilizing Time Servers.

NetDefendOS is able to adjust the clock automatically based on information received from one or
more Time Servers which provide a highly accurate time, usually using atomic clocks. Using Time
Servers is highly recommended as it ensures NetDefendOS will have its date and time aligned with
other network devices.

Time Synchronization Protocols
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Time Synchronization Protocols are standardised methods for retrieving time information from
external Time Servers. NetDefendOS supports the following time synchronization protocols:

* SNTP - Defined by RFC 2030, The Simple Network Time Protocol (SNTP) is a lightweight
implementation of NTP (RFC 1305). Thisis used by NetDefendOS to query NTP servers.

e UDP/TIME - The Time Protocol (UDP/TIME) is an older method of providing time
synchronization service over the Internet. The protocol provides a site-independent,
machine-readable date and time. The server sends back the time in seconds since midnight on
January first, 1900.

Most public Time Servers run the NTP protocol and are accesible using SNTP.
Configuring Time Servers

Up to three Time Servers can be configured to query for time information. By using more than a
single server, situations where an unreachable server causes the time synchronization process to fail
can be prevented. NetDefendOS always queries all configured Time Servers and then computes an
average time based on all responses. Internet search engines can be used to list publicly available
Time Servers.

| mportant

Make sure an external DNS server is configured so that Time Server URLs can be
resolved (see Section 3.9, “DNS Lookup”). This is not needed if using server IP
addresses.

Example 3.23. Enabling Time Synchronization using SNTP

In this example, time synchronization is set up to use the SNTP protocol to communicate with the NTP servers at
the Swedish National Laboratory for Time and Frequency. The NTP server URLs are ntpl.sp.se and ntp2.sp.se.

CLI
gwworl d: /> set DateTine TineSynchronization=custom Ti neSyncServer 1=dns: nt pl. sp. se
Ti meSyncSer ver 2=dns: nt p2. sp. se Ti meSyncl nt er val =86400

Web Interface

1. Go to System > Date and Time
2. Check the Enable time synchronization
3. Now enter:

e Time Server Type: SNTP

e Primary Time Server: ntpl.sp.se

e Seconadry Time Server: ntp2.sp.se

4. Click OK

Note
If the TimeSyncinterval parameter is not specified when using the CLI to set the
synchronization interval, the default of 86400 seconds (= 1 day) is used.

Example 3.24. Manually Triggering a Time Synchronization

Time synchronization can be triggered from the CLI. The output below shows a typical response.
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CLI

gwworld:/> time -sync
Attenpting to synchroni ze systemtine...

Server time: 2007-02-27 12:21:52 (UTC+00: 00)
Local tine: 2007-02-27 12:24:30 (UTC+00:00) (diff: 158)

Local tine successfully changed to server tine.

Maximum Time Adjustment

To avoid situations where a faulty Time Server causes the clock to be updated with a extremely
inaccurate time, a Maximum Adjustment value (in seconds) can be set. If the difference between the
current NetDefendOS time and the time received from a Time Server is greater than this Maximum
Adjustment value, then the Time Server response will be discarded. For example, assume that the
maximum adjustment value is set to 60 seconds and the current NetDefendOS time is 16:42:35. If a
Time Server responds with atime of 16:43:38 then the difference is 63 seconds. Thisis greater than
the Maximum Adjustment value so no update occurs for this response.

Example 3.25. Modifying the Maximum Adjustment Value

CLI

gwworl d: /> set DateTine Ti meSyncMaxAdj ust =40000

Web Interface

1. Goto System > Date and Time

2. For the setting Maximum time drift that a server is allowed to adjust, enter the maximum time drift in
seconds that a server is allowed to adjust for

3. Click OK

Sometimes it might be necessary to override the maximum adjustment, for instance, if time
synchronization has just been enabled and the inital time difference is greater than the maximum
adjust value. It is then possible to manually force a synchronization and disregard the maximum
adjustment parameter.

Example 3.26. Forcing Time Synchronization

This example demonstrates how to force time synchronization, overiding the maximum adjustment setting.

CLI

gwworld:/> time -sync -force

Synchronization Intervals

The interval between each synchronization attempt can be adjusted if needed. By default, this value
is 86,400 seconds (1 day), meaning that the time synchronization process is executed once in a 24
hour period.
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D-Link Time Servers

Using D-Link's own Time Serversis an option in NetDefendOS and this is the recommended way of
synchronizing the firewall clock. These servers communicate with NetDefendOS using the SNTP
protocol.

When the D-Link Server option is chosen, a pre-defined set of recommended default values for the
synchronization are used.

Example 3.27. Enabling the D-Link NTP Server

To enable the use of the D-Link NTP server:

CLI

gwwor |l d: /> set DateTime Ti meSynchroni zati on=D- Li nk

Web Interface

1. Goto System > Date and Time
2. Select the D-Link TimeSync Server radio button

3. Click OK

As mentioned above, it is important to have an external DNS server configured so that the D-Link
Time Server URL s can be resolved during the access process.
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3.9. DNS Lookup

A DNS server can resolve a Fully Qualified Domain Name (FQDN) into the corresponding numeric
IP address. FQDNSs are unambiguous textual domain names which specify a node's unique position
in the Internet's DNS tree hierarchy. FQDN resolution alows the actual physical IP address to
change while the FQDN can stay the same.

A Uniform Resource Locator (URL) differs from an FQDN in that the URL includes the access
protocol along with the FQDN. For example the protocol might be specified http//: for world wide
web pages.

FQDNs are used in many aspects of a NetDefendOS configuration where | P addresses are unknown
or where it makes more sense to make use of DNS resolution instead of using static |P addresses.

To accomplish DNS resolution, NetDefendOS has a built-in DNS client that can be configured to
make use of up to three DNS servers.

Example 3.28. Configuring DNS Servers

In this example, the DNS client is configured to use one primary and one secondary DNS server, having IP
addresses 10.0.0.1 and 10.0.0.2 respectively.

CLI

gwwor | d: /> set DNS DNSServer1=10. 0. 0.1 DNSServer2=10.0.0. 2

Web Interface

1. Goto System > DNS
2. Enter the following:

e Primary DNS: 10.0.0.1

e Secondary DNS: 10.0.0.2
3. Click OK
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Chapter 4. Routing

This chapter describes how to configure I P routing in NetDefendOS.
* Overview, page 89

* Static Routing, page 90

» Policy-based Routing, page 98

» Dynamic Routing, page 103

» Multicast Routing, page 110

* Transparent Mode, page 119

4.1. Overview

IP routing capabilities belong to the most fundamental functionalities of NetDefendOS: any IP
packet flowing through the system will be subjected to at |east one routing decision at some point in
time, and proper setup of routing is crucia for a NetDefendOS system to function as expected.

NetDefendOS offers support for the following types of routing mechanisms:

» Static routing.

e Dynamic routing.

NetDefendOS additionally supports route monitoring to achieve route and link redundancy with
fail-over capability.
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4.2. Static Routing

The most basic form of routing is known as Satic Routing. The term static refers to the fact that
entries in the routing table are manually added and are therefore permanent (or static) by nature.

Due to this manual approach, static routing is most appropriate to use in smaller network
deployments where addresses are fairly fixed and where the amount of connected networks are
limited to a few. For larger networks however (or whenever the network topology is complex), the
work of manually maintaining static routing tables will be time-consuming and problematic. As a
conseguence, dynamic routing should be used in those cases.

For more information about the dynamic routing capabilities of NetDefendOS, please see
Section 4.4, “Dynamic Routing”. Note however, that even if you choose to implement dynamic
routing for your network, you will still need to understand the principles of static routing and how it
isimplemented in NetDefendOS.

4.2.1. Basic Principles of Routing

IP routing is the mechanism used in TCP/IP based networks for delivering IP packets from their
source to their ultimate destination through a number of intermediary nodes, most often referred to
as routers or firewalls. In each router, a routing table is consulted to find out where to send the
packet next. A routing table usually consists of severa routes, where each route in principle
contains a destination network, an interface to forward the packet on and optionally the IP address
of the next gateway in the path to the destination.

The images below illustrates a typical D-Link Firewall deployment and how the associated routing
table would ook like.

Route # Interface Destination Gateway
1 lan 192.168.0.0/24
2 dmz 10.4.0.0/16
3 wan 195.66.77.0/24
4 wan all-nets 195.66.77.4

The above routing table provides the following information:

* Route#1: All packets going to hosts on the 192.168.0.0/24 network should be sent out on the lan
interface. As no gateway is specified for the route entry, the host is assumed to be located on the
network segment directly reachable from the lan interface.

* Route #2: All packets going to hosts on the 10.4.0.0/16 network are to be sent out on the dmz
interface. Also for thisroute, no gateway is specified.

* Route #3: All packets going to hosts on the 195.66.77.0/24 network will be sent out on the wan
interface. No gateway is required to reach the hosts.

* Route #4: All packets going to any host (the all-nets network will match all hosts) will be sent
out on the wan interface and to the gateway with |P address 195.66.77.4. That gateway will then
consult its routing table to find out where to send the packets next. A route with destination
all-netsis often referred to as the Default Route as it will match all packets for which no specific
route has been configured.

When arouting table is evaluated, the ordering of the routes is important. In general, a routing table
is evaluated with the most specific routes first. In other words, if two routes have destination
networks that overlap, the more narrow network will be evaluated prior to the wider one. In the
above example, a packet with a destination |P address of 192.168.0.4 will theoretically match both
the first route and the last one. However, the first route entry is a more specific match, so the
evaluation will end there and the packet will be routed according to that entry.
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4.2.2. Static Routing

This section describes how routing is implemented in NetDefendOS, and how to configure static
routing.

NetDefendOS supports multiple routing tables. A default table called main is pre-defined and is
always present in NetDefendOS. However, additional and completely separate routing tables can be
defined by the administrator to provide alternate routing.

These user-defined extra routing toubles can be used to implement Policy Based Routing which
means the administrator can set up rulesin the IP rule set which decide which of the routing tables
will handle certain types of traffic. (see Section 4.3, “Policy-based Routing”).

The Route Lookup Mechanism

The NetDefendOS route lookup mechanism has some dight differences to how some other router
products work. In many routers, where the | P packets are forwarded without context (in other words,
the forwarding is statel ess), the routing table is scanned for each and every | P packet received by the
router. In NetDefendOS, packets are forwarded with state-awareness, so the route lookup processis
tightly integrated into NetDefendOS's stateful inspection mechanism.

When an IP packet is received on any of the interfaces, the connection table is consulted to see if
there is an already open connection for which the received packet belongs. If an existing connection
is found, the connection table entry includes information on where to route the packet so there is no
need for lookups in the routing table. This is far more efficient than traditional routing table
lookups, and is one reason for the high forwarding performance of NetDefendOS.

If an established connection cannot be found, then the routing table is consulted. It is important to
understand that the route lookup is performed before the various rules sections get evaluated. As a
result, the destination interface is known at the time NetDefendOS decides if the connection should
be allowed or dropped. This design allows for a more fine-grained control in security policies.

NetDefendOS Route Notation

NetDefendOS uses a dightly different way of describing routes compared to most other systems but
thisway is easier to understand, making errorslesslikely.

Many other products do not use the specific interface in the routing table, but specify the IP address
of the interface instead. The routing table below is from a Microsoft Windows X P workstation:

I nterface List

OX1 .. M5 TCP Loopback interface
0x10003 ...00 13 d4 51 8d dd ...... Intel (R) PRO 1000 CT Network
0x20004 ...00 53 45 00 00 00 ...... WAN (PPP/ SLI P) Interface

Acti ve Routes:

Net wor k Desti nati on Net mask Gat eway Interface Metric

0.0.0.0 0.0.0.0 192.168.0.1 192.168.0.10 20

10.0.0.0 255.0.0.0 10.4.2.143 10. 4. 2. 143 1

10. 4. 2. 143 255. 255. 255. 255 127.0.0.1 127.0.0.1 50

10. 255. 255. 255 255. 255. 255. 255 10. 4. 2. 143 10. 4. 2. 143 50

85.11. 194. 33 255. 255.255.255 192.168.0.1 192.168.0.10 20

127.0.0.0 255.0.0.0 127.0.0.1 127.0.0.1 1

192.168.0.0 255. 255.255.0 192.168.0.10 192.168.0.10 20

192.168. 0. 10 255. 255. 255. 255 127.0.0.1 127.0.0.1 20

192. 168. 0. 255 255. 255. 255. 255 192.168. 0. 10 192.168.0. 10 20

224.0.0.0 240.0.0.0 10.4.2.143 10. 4. 2. 143 50

224.0.0.0 240.0.0.0 192.168.0.10 192.168.0.10 20

255. 255, 255. 255 255. 255. 255. 255 10. 4. 2.143 10. 4. 2.143 1

255. 255, 255. 255 255. 255. 255. 255 192.168.0.10 192.168.0.10 1
Def aul t Gat eway: 192.168.0.1
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Per si st ent Rout es:
None

The corresponding routing table in NetDefendOS is similar to this:

Fl ags Net wor k | face Gat eway Local IP Metric
192.168. 0.0/ 24 [ an 20
10.0.0.0/8 wan 1
0.0.0.0/0 wan 192.168.0.1 20

The NetDefendOS way of describing the routes is easier to read and understand. Another advantage
with this form of notation is that you can specify a gateway for a particular route without having a
route that covers the gateways's |P address or despite the fact that the route covers the gateway's |P
addressis normally routed via another interface.

It is also worth mentioning that NetDefendOS allows you to specify routes for destinations that are
not aligned with traditional subnet masks. In other words, it is perfectly legal to specify one route
for the destination address range 192.168.0.5-192.168.0.17 and another route for addresses
192.168.0.18-192.168.0.254. This is a feature that makes NetDefendOS highly suitable for routing
in highly complex network topologies.

Displaying the Routing Table

It is important to distinguish between the routing table that is active in the system, and the routing
table that you configure. The routing table that you configure contains only the routes that you have
added manually (in other words, the static routes). The content of the active routing table, however,
will vary depending on severa factors. For instance, if dynamic routing has been enabled, the
routing table will be populated with routes learned by communicating with other routers in the
network. Also, features such as route fail-over will cause the active routing table to look different
from time to time.

Example 4.1. Displaying the Routing Table

This example illustrates how to display the contents of the configured routing table as well as the active routing
table.

CLI

To see the configured routing table:

gwworl d: /> cc RoutingTabl e nain

gw wor | d: / mai n> show

Rout e
# Interface Network Gat eway Local IP
1 wan all-nets 213.124.165.1 (none)
2 lan | annet (none) (none)
3 wan wannet (none) (none)
To see the active routing table enter:
gwworl d:/> routes
FI ags Net wor k | face Gat eway Local IP Metric
~ 192.168.0.0/24  lan o
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213.124. 165. 0/ 24 wan 0
0.0.0.0/0 wan 213.124.165.1 0
Web Interface

To see the configured routing table:

1. Go to Routing > Routing Tables

2. Select and right-click the main routing table in the grid
3. Choose Edit in the menu

The main window will list the configured routes

To see the active routing table, select the Routes item in the Status dropdown menu in the menu bar - the main
window will list the active routing table

Core Routes

NetDefendOS automatically populates the active routing table with Core Routes. These routes are
present for the system to understand where to route traffic that is destined for the system itself.
There is one route added for each interface in the system. In other words, two interfaces named lan
and wan, and with IP addresses 192.168.0.10 and 193.55.66.77, respectively, will result in the
following routes:

Route # Interface Destination Gateway
1 core 192.168.0.10
2 core 193.55.66.77

When the system receives an IP packet whose destination address is one of the interface IPs, the
packet will be routed to the coreinterface. In other words, it is processed by NetDefendOS itself.

Thereis also a core route added for all multicast addresses:

Route # Interface Destination Gateway
1 core 224.0.0.0/4

To include the core routes when you display the active routing table, you have to specify an option
to the routing command.

Example 4.2. Displaying the Core Routes

This example illustrates how to display the core routes in the active routing table.

CLI

gwworld:/> routes -all

Fl ags Net wor k | face Gat eway Local IP Metric
127.0.0.1 core (Shared | P) 0
192.168.0.1 core (I face | P) 0
213.124.165. 181 core (I face | P) 0
127.0.3.1 core (I face I P) 0
127.0.4.1 core (I face I P) 0
192.168. 0. 0/ 24 | an 0
213.124.165.0/24 wan 0
224.0.0.0/4 core (1face | P) 0
0.0.0.0/0 wan 213.124.165.1 0
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Web Interface

1. Select the Routes item in the Status dropdown menu in the menu bar
2. Check the Show all routes checkbox and click the Apply button

3. The main window will list the active routing table, including the core routes

Tip
For detailed information about the output of the CLI routes command. Please see the
CLI Reference Guide.

4.2.3. Route Failover

Overview

D-Link Firewalls are often deployed in mission-critical locations where availability and connectivity
is crucia. A corporation relying heavily on access to the Internet, for instance, could have their
operations severely disrupted if an Internet connection fails.

As a consequence, it is quite common to have backup Internet connectivity using a secondary
Internet Service Provider (ISP). The connections to the two service providers often use different
access methods to avoid a single point of failure.

To facilitate a scenario such as multiple 1SPs, NetDefendOS provides a Route Failover capability so
that should one route fail, traffic can automatically failover to another, alternate route. NetDefendOS
implements Route Failover through the use of Route Monitoring in which NetDefendOS monitors
the availability of routes and switches traffic to an alternate route should the primary, preferred one
fail.

Figure4.1. A Route Failover Scenario for | SP Access

Setting Up Route Failover

Route Monitoring should be enabled on a per-route basis. To enable the Route Failover featurein a
scenario with a preferred and a backup route, the preferred route will have Route Monitoring
enabled, however the backup route does not require it to be enabled since it will usualy have no
route to failover to. For a route with Route Monitoring enabled, one of two Route Monitoring
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methods must be chosen:

NetDefendOS will monitor the link status of the interface
specified in the route. As long as the interface is up, the route is
diagnosed as healthy. This method is appropriate for monitoring
that the interface is physically attached and that the cabling is
working as expected. As any changes to the link status are
instantly noticed, this method provides the fastest response to
failure.

Interface Link Status

Gateway Monitoring If a specific gateway has been specified as the next hop for a
route, accessibility to that gateway can be monitored by sending
periodic ARP requests. As long as the gateway responds to these

requests, the route is considered to be functioning correctly.

Setting the Route Metric

When specifying routes, the administrator should manually set a route's Metric. The Metric is a
positive integer that indicates how preferred the route is as a means to reach its destination. When
two routes offer a means to reach the same destination, NetDefendOS will select the one with the
lowest Metric value for sending data (if two routes have the same Metric, the route found first in the
routing table will be chosen).

A primary, preferred route should have alower Metric (for example "10"), and a secondary, failover
route should have a higher Metric value (for example "20").

Multiple Failover Routes

It is possible to specify more than one failover route. For instance, the primary route could have two
other routes as failover routes instead of just one. In this case the Metric should be different for each
of the three routes: "10" for the primary route, "20" for the first failover route and "30" for the
second failover route. The first two routes would have Route Monitoring enabled in the routing
table but the last one (with the highest Metric) would not since it has no route to failover to.

Failover Processing

Whenever monitoring determines that a route is not available, NetDefendOS will mark the route as
disabled and instigate Route Failover for existing and new connections. For aready established
connections, a route lookup will be performed to find the next best matching route and the
connections will then switch to using the new route. For new connections, route lookup will ignore
disabled routes and the next best matching route will be used instead.

The table below defines two default routes, both having all-nets as the destination, but using two
different gateways. The first, primary route has the lowest Metric and also has Route Monitoring
enabled. Route Monitoring for the second, alternate route isn't meaningful since it has no failover
route.

Route # Interface Destination Gateway Metric Monitoring
1 wan all-nets 195.66.77.1 10 On
2 wan all-nets 193.54.68.1 20 Off

When a new connection is about to be established to a host on the Internet, a route lookup will result
in the route that has the lowest Metric being chosen. If the primary WAN router should then fail,
thiswill be detected by NetDefendOS, and the first route will be disabled. As a consequence, a new
route lookup will be performed and the second route will be selected with the first one being marked
as disabled.

Re-enabling Routes

Even if a route has been disabled, NetDefendOS will continue to check the status of that route.
Should the route become available again, it will be re-enabled and existing connections will
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automatically be transferred back to it.

Route Interface Grouping

When using route monitoring, it is important to check if a failover to another route will cause the
routing interface to be changed. If this could happen, it is necessary to take some precautionary steps
to ensure that policies and existing connections will be maintained.

To illustrate the problem, consider the following configuration:

First, there is one IP rule that will NAT all HTTP traffic destined for the Internet through the wan
interface:

# Action Src Iface Src Net Dest Iface Dest Net Parameters
1 NAT lan lannet wan all-nets http

The routing table consequently contains the following default route:

Route # Interface Destination Gateway Metric Monitoring

1 wan all-nets 195.66.77.1 10 Off

Now a secondary route is added over a backup DSL connection and Route Monitoring is enabled for
this. The updated routing table will look like this:

Route # Interface Destination Gateway Metric Monitoring
1 wan all-nets 195.66.77.1 10 On
2 dsl all-nets 193.54.68.1 20 Off

Notice that Route Monitoring is enabled for the first route but not the backup, failover route.

As long as the preferred wan route is healthy, everything will work as expected. Route Monitoring
will also be functioning, so the secondary route will be enabled should the wan route fail.

There are, however, some problems with this setup: if aroute failover occurs, the default route will
then use the dd interface. When a new HTTP connection is then established from the intnet
network, a route lookup will be made resulting in a destination interface of dsl. The IP rules will
then be evaluated, but the original NAT rule assumes the destination interface to be wan so the new
connection will be dropped by the rule set.

In addition, any existing connections matching the NAT rule will also be dropped as a result of the
change in the destination interface. Clearly, thisis undesirable.

To overcome this issue, potential destination interfaces should be grouped together into an Interface
Group and the Security/Transport Equivalent flag should be enabled for the Group. The Interface
Group is then used as the Destination Interface when setting policies. For more information on
groups, see Section 3.3.6, “ Interface Groups”.

Gratuitous ARP Generation
By default NetDefendOS generates a gratuitous ARP request when a route failover occurs. The

reason for this is to notify surrounding systems that there has been a route change. This behaviour
can be controlled by the advanced setting RFO_Gr atuitousARPONFail.

4.2.4. Proxy ARP

As explained previously in Section 3.4, “ARP”, the ARP protocol facilitates a mapping between an
IP address and the MAC address of a node on an Ethernet network. However, situations may exist
where a network running Ethernet is separated into two parts with a routing device such as an
installed D-Link Firewall, in between. In such a case, NetDefendOS itself can respond to ARP
requests directed to the network on the other side of the D-Link Firewall using the feature known as
Proxy ARP.

For example, host A on one subnet might send an ARP request to find out the MAC address of the
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IP address of host B on ancther separate network. The proxy ARP feature means that NetDefendOS
responds to this ARP request instead of host B. The NetDefendOS sends its own MAC address
instead in reply, essentialy pretending to be the target host. After receiving the reply, Host A then
sends data directly to NetDefendOS which, acting as a proxy, forwards the data on to host B. In the
process the device has the opportunity to examine and filter the data.

The splitting of an Ethernet network into two distinct parts is a common application of D-Link
Firewall's Proxy ARP feature, where access between the parts needs to be controlled. In such a
scenario NetDefendOS can monitor and regulate al traffic passing between the two parts.

Note
Itisonly possible to have Proxy ARP functioning for Ethernet and VLAN interfaces.
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4.3. Policy-based Routing

4.3.1. Overview

Poalicy-based Routing (PBR) is an extension to the standard routing described previously. It offers
administrators significant flexibility in implementing routing decision policies by being able to
define rules so alternative routing tables are used.

Normal routing forwards packets according to destination | P address information derived from static
routes or from a dynamic routing protocol. For example, using OSPF, the route chosen for packets
will be the least-cost (shortest) path derived from an SPF calculation. Policy-based Routing means
that routes chosen for traffic can be based on specific traffic parameters.

Policy-based Routing can allow:

Sour ce based routing A different routing table may need to be chosen based on the
source of traffic. When more than one ISP is used to provide
Internet services, Policy-based Routing can route traffic
originating from different sets of users through different routes.
For example, traffic from one address range might be routed
through one ISP, whilst traffic from another address range might
be through a second 1SP.

Service-based Routing A different routing table might need to be chosen based on the
service. Policy-based Routing can route a given protocol such as
HTTP, through proxies such as Web caches. Specific services
might also be routed to a specific ISP so that one ISP handles all
HTTP traffic.

User based Routing A different routing table might need to be chosen based on the
user identity or the group to which the user belongs. This is
particularly useful in provider-independent metropolitan area
networks where al users share a common active backbone, but
each can use different |SPs, subscribing to different providers.

Policy-based Routing implementation in NetDefendOS is based on two building blocks:
* One or more user-defined alternate Policy-based Routing Tables in addition to the standard

default main routing table.

* One or more Policy-based routing rules which determines which routing table to use for which
traffic.

4.3.2. Policy-based Routing Tables

NetDefendOS, as standard, has one default routing table called main. In addition to the main table,
it is possible to define one or more, additional alternate routing tables (this section will sometimes
refer to these Policy-based Routing Tables as alternate routing tables).

Alternate routing tables contain the same information for describing routes as main, except that
there is an extra parameter ordering defined for each of them. This parameter decides how route

lookup is done using alternate tables in conjunction with the main table. Thisis described further in
Section 4.3.5, “The Ordering parameter” below.

4.3.3. Policy-based Routing Rules

A rule in the Policy-based Routing rule set can decide which routing table is selected. A
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Selection

Policy-based Routing rule can be triggered by the type of Service (HTTP for example) in
combination with the Source/Destination Interface and Source/Destination Network.

When looking up Policy-based Rules, it is the first matching rule found that is triggered.

4.3.4. Policy-based Routing Table Selection

When a packet corresponding to a new connection first arrives, the processing steps are as follows
to determine which routing table is chosen:

1. The PBR Rules must first be looked up but to do this the packet's destination interface must be
determined and this is always done by a lookup in the main routing table. It is therefore
important a match for the destination network is found or at least a default all-nets route exists
which can catch anything not explicitly matched.

2. A search is now made for a Policy-based Routing Rule that matches the packets's
source/destination interface/network as well as service. If a matching rule is found then this
determines the routing table to use. If no PBR Rule is found then the main table will be used.

3. Oncethe correct routing table has been located, a check is made to make sure that the source IP
address in fact belongs on the receiving interface. The Access Rules are firstly examined to see
if they can provide this check (see Section 6.1, “Access Rules’ for more details of this feature).
If there are no Access Rules or a match with the rules cannot be found, a reverse lookup in the
previously selected routing table is done using the source |P address. If the check fails then a
Default accessrulelog error message is generated.

4. At this point, using the routing table selected, the actual route lookup is done to find the
packet's destination interface. At this point the ordering parameter is used to determine how the
actual lookup is done and the options for this are described in the next section. To implement
virtual systems, the Only ordering option should be used.

5. The connection is then subject to the normal IP rule set. If a SAT rule is encountered, address
trandlation will be performed. The decision of which routing table to use is made before
carrying out address translation but the actual route lookup is performed on the altered address.
(Note that the original route lookup to find the destination interface used for al rule look-ups
was done with the original, untranslated address.)

6. If alowed by the IP rule set, the new connection is opened in the NetDefendOS state table and
the packet forwarded through this connection.

4.3.5. The Ordering parameter

Once the routing table for a new connection is chosen and that table is an alternate routing table, the
Ordering parameter associated with the table is used to decide how the aternate table is combined
with the main table to lookup the appropriate route. The three available options are:

1. Default - The default behaviour is to first look up the route in the main table. If no matching
route is found, or the default route is found (the route with the destination all-nets - 0.0.0.0/0),
alookup for amatching route in the alternate table is done. If no match isfound in the aternate
table then the default route in the main table will be used.

2. First - This behaviour is to first look up the connection's route in the alternate table. If no
matching route is found there then the main table is used for the lookup. The default all-nets
route will be counted as a match in the alternate table if it exists there.

3. Only - This option ignores the existence of any other table except the aternate table so the
aternate table is the only one used for the lookup. One application of this is to give the
administrator a way to dedicate a single routing table to one set of interfaces. Only is the
option to use when creating virtual systems since it can dedicate one routing table to a set of
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interfaces.

The first two options can be regarded as combining the alternate table with the main table and
assigning one route if there is a match in both tables.

I mportant - Ensuring all-nets appearsin the main table.

A common mistake with Policy-based routing is the absence of the default route with a
destination interface of all-nets in the default main routing table. If there is no route
that is an exact match then the absence a default all-nets route will mean that the
connection will be dropped.

Example 4.3. Creating a Policy-Based Routing table

In this example we create a Policy-based Routing table named "TestPBRTable".

Web Interface

1. Go to Routing > Routing Tables > Add > RoutingTable
2. Now enter:

* Name: TestPBRTable

e For Ordering select one of:

« First - the named routing table is consulted first of all. If this lookup fails, the lookup will continue in the
main routing table.

« Default - the main routing table will be consulted first. If the only match is the default route (all-nets),
the named routing table will be consulted. If the lookup in the named routing table fails, the lookup as a
whole is considered to have failed.

¢ Only - the named routing table is the only one consulted. If this lookup fails, the lookup will not
continue in the main routing table.

3. If Remove Interface IP Routes is enabled, the default interface routes are removed, that is to say routes to
the core interface (which are routes to NetDefendOS itself).

4. Click OK

Example 4.4. Creating the Route
After defining the routing table "TestPBRTable", we add routes into the table.

Web Interface

1. Go to Routing > Routing Tables > TestPBRTable > Add > Route
2.  Now enter:
» Interface: The interface to be routed
¢ Network: The network to route
« Gateway: The gateway to send routed packets to
e Local IP Address: The IP address specified here will be automatically published on the corresponding
interface. This address will also be used as the sender address in ARP queries. If no address is specified,
the firewall's interface IP address will be used.

* Metric: Specifies the metric for this route. (Mostly used in route fail-over scenarios)

3. Click OK
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Example 4.5. Policy Based Routing Configuration

This example illustrates a multiple ISP scenario which is a common use of Policy-based Routing. The following is
assumed:

« Each ISP will give you an IP network from its network range. We will assume a 2-ISP scenario, with the
network 10.10.10.0/24 belonging to "ISP A" and "20.20.20.0/24" belonging to "ISP B". The ISP gateways are
10.10.10.1 and 20.20.20.1, respectively.

« All addresses in this scenario are public addresses for the sake of simplicity.

« This is a "drop-in" design, where there are no explicit routing subnets between the ISP gateways and the
D-Link Firewall.

In a provider-independent network, clients will likely have a single IP address, belonging to one of the ISPs. In a
single-organization scenario, publicly accessible servers will be configured with two separate IP addresses: one
from each ISP. However, this difference does not matter for the policy routing setup itself.

Note that, for a single organization, Internet connectivity through multiple ISPs is normally best done with the BGP
protocol, where you do not need to worry about different IP spans or policy routing. Unfortunately, this is not
always possible, and this is where Policy Based Routing becomes a necessity.

We will set up the main routing table to use ISP A, and add a named routing table, "r2" that uses the default
gateway of ISP B.

Interface Network Gateway ProxyARP
lanl 10.10.10.0/24 wanl

lanl 20.20.20.0/24 wan2
wanl 10.10.10.1/32 lanl

wan2 20.20.20.1/32 lanl

wanl all-nets 10.10.10.1

Contents of the named Policy-based Routing table r2:

Interface Network Gateway
wan2 all-nets 20.20.20.1

The table r2 has its Ordering parameter set to Default, which means that it will only be consulted if the main
routing table lookup matches the default route (all-nets).

Contents of the Policy-based Routing Policy:

Source Source Destination Destination Service Forward VR|Return VR
Interface Range Interface Range table table

lanl 10.10.10.0/24 |wan2 all-nets ALL r2 r2

wan2 all-nets lanl 20.20.20.0/24 |ALL r2 r2

To configure this example scenario:

Web Interface

1. Add the routes found in the list of routes in the main routing table, as shown earlier.
2. Create a routing table called "r2" and make sure the ordering is set to "Default".
3. Add the route found in the list of routes in the routing table "r2", as shown earlier.
4. Add two VR policies according to the list of policies shown earlier.

¢ Go to Routing > Routing Rules > Add > Routing Rule

« Enter the information found in the list of policies displayed earlier

* Repeat the above to add the second rule
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Note
Rules in the above example are added for both inbound and outbound connections.
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4.4. Dynamic Routing

4.4.1. Dynamic Routing overview

Dynamic routing is different to static routing in that the D-Link Firewall will adapt to changes of
network topology or traffic load automatically. NetDefendOS first learns of all the directly
connected networks and gets further route information from other routers. Detected routes are sorted
and the most suitable routes for destinations are added into the routing table and this information is
distributed to other routers.

Dynamic Routing responds to routing updates on the fly but has the disadvantage that it is more
susceptible to certain problems such as routing loops. In the Internet, two types of dynamic routing
algorithm are used: the Distance Vector(DV) agorithm and the Link State(LS) algorithm. How a
router decides the optimal or "best" route and shares updated information with other routers depends
on the type of algorithm used.

Distance Vector Algorithms

The Distance vector (DV) algorithm is a decentralized routing algorithm that computes the "best"
path in a distributed way. Each router computes the costs of its own attached links, and shares the
route information only with its neighbor routers. The router will gradually learns the least-cost path
by iterative computation and information exchange with its neighbors.

The Routing Information Protocol (RIP) is a well-known DV agorithm and involves sending
regular update messages and reflecting routing changes in the routing table. Path determination is
based on the "length" of the path which is the number of intermediate routers {also known as
"hops'}. After updating its own routing table, the router immediately begins transmitting its entire
routing table to neighboring routers to inform them of changes.

Link State Algorithms

In contrast to DV algorithms, Link State (LS) algorithms enable routers to keep routing tables that
reflect the topology of the entire network. Each router broadcasts its attached links and link costs to
all other routers in the network. When a router receives these broadcasts it runs the LS algorithm
and calculates its own set of least-cost paths. Any change of the link state will be sent everywherein
the network, so that all routers keep the same routing table information.

Open Shortest Path First

Open Shortest Path First (OSPF) is a widely used LS agorithm. An OSPF enabled router first
identifies the routers and subnets that are directly connected to it and then broadcasts the
information to all the other routers. Each router uses the information it receives to build a table of
what the whole network looks like. With a complete routing table, each router can identify the
subnetworks and routers that lead to any destination. Routers using OSPF only broadcast updates
that inform of changes and not the entire routing table.

OSPF depends on various metrics for path determination, including hops, bandwidth, load and
delay. OSPF can provide a great deal of control over the routing process since its parameters can
finely tuned.

Comparing Dynamic Routing Algorithms

Due to the fact that the global link state information is maintained everywhere in a network, LS
algorithms offer a high degree of configuration control and scalability. Changes result in broadcasts
of just the updated information to other routers which means faster convergence and less possibility
of routing loops. OSPF can aso operate within a hierarchy, whereas RIP has no knowledge of
sub-network addressing. NetDefendOS uses OSPF as its dynamic routing algorithm because of the
many advantagesit offers.

Routing metrics
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Routing metrics are the criteria a routing algorithm uses to compute the "best" route to a destination.
A routing protocol relies on one or several metrics to evaluate links across a network and to
determine the optimal path. The principal metrics used include:

Path length The sum of the costs associated with each link. A commonly used value for
this metric is caled "hop count" which is the number of routing devices a
packet must pass through when it travels from source to destination.

[tem Bandwidth The traffic capacity of apath, rated by "Mbps".

L oad The usage of a router. The usage can be evaluated by CPU utilization and
throughpuit.

Delay The time it takes to move a packet from the source to the destination. The
time depends on various factors, including bandwidth, load, and the length
of the path.

4.4.2. OSPF

Overview

Open Shortest Path First (OSPF) is a routing protocol developed for |P networks by the Internet
Engineering Task Force (IETF). The NetDefendOS OSPF implementation is based upon RFC 2328,
with compatibility to RFC 1583.

The way OSPF works is that it routes |P packets based only on the destination 1P address found in
the IP packet header. |P packets are routed "as is', that is they are not encapsulated in any further
protocol headers as they transit the Autonomous System (AS). OSPF is a dynamic routing protocol,
it quickly detects topological changes in the AS (such as router interface failures) and calculates
new loop-free routes after aperiod of time.

OSPF isalink-state routing protocol that calls for the sending of link-state advertisements (L SAS) to
all other routers within the same area. In a link-state routing protocol, each router maintains a
database describing the Autonomous System's topology. This database is referred to as the link-state
database. Each router in the same AS has an identical database. From the information in the
link-state database, each router constructs a tree of shortest paths with itself as root. This
shortest-path tree gives the route to each destination in the Autonomous System.

OSPF allows sets of networks to be grouped together, thisis called an area. The topology of an area
is hidden from the rest of the AS. This information hiding reduces the amount of routing traffic
exchanged. Also, routing within the area is determined only by the area's own topology, lending the
area protection from bad routing data. An areais a generalization of an | P subnetted network.

All OSPF protocol exchanges can be authenticated. This means that only routers with the correct
authentication can join the Autonomous System. Different authentication schemes can be used, like
none, passphrase or MD5 digest. It is possible to configure separate authentication methods for each
Autonomous System.

OSPF Areas

The Autonomous System is divided into smaller parts called OSPF Areas. This section describes
what an areais, and its associated terms.

Areas An area consists of networks and hosts within an AS that have been grouped
together. Routers that are only within an area are called internal routers, all
interfaces on internal routers are directly connected to networks within the
area. The topology of an areais hidden from the rest of the AS.

ABRs Routers that have interfaces in more than one area are called Area Border
Routers (ABRs), these maintain a separate topol ogical database for each area
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to which they have an interface.

ASBRs Routers that exchange routing information with routers in other Autonomous
Systems are called Autonomous System Boundary Router (ASBRs). They
advertise externally learned routes throughout the Autonomous System.

Backbone Areas All OSPF networks need to have at least the backbone area, that is the area
with ID 0. Thisisthe areathat all other areas should be connected to, and the
backbone make sure to distribute routing information between the connected
areas. When an area is not directly connected to the backbone it needs a
virtual link to it.

Stub Areas Stub areas are areas through which or into which AS external advertisements
are not flooded. When an area is configured as a stub area, the router will
automatically advertises a default route so that routers in the stub area can
reach destinations outside the area.

Transit Areas Transit areas are used to pass traffic from a area that is not directly connect
to the backbone area.

The Designated Router

Each OSPF broadcast network has a designated router and a backup designated router. The routers
uses OSPF hello protocol to elect the DR and BDR for the network based on the priorities
advertised by all the routers. If there already are a DR on the network, the router will accept that
one, regardless of its own router priority.

Neighbors

Routers that are in the same area become neighbors in that area. Neighbors are elected via the Hello
protocol. Hello packets are sent periodicaly out of each interface using IP multicast. Routers
become neighbors as soon as they see themselves listed in the neighbor's Hello packet. This way, a
two way communication is guaranteed.

The following Neighbor Sates are defined:

Down Thisistheinitial stat of the neighbor relationship.

Init When aHELLO packet is received from a neighbor, but does NOT include the Router
ID of the firewall in it, the neighbor will be placed in Init state. As soon as the
neighbor in question receives a HELLO packet it will know the sending routers
Router ID and will send a HELLO packet with that included. The state of the
neighbors will change to 2-way state.

2-Way In this state the communication between the router and the neighbor is bi-directional.
On Point-to-Point and Point-to-Multipoint interfaces, the state will be changed to
Full. On Broadcast interfaces, only the DR/BDR will advance to Fullstate with their
neighbors, all the remaining neighbors will remain in the 2-Way state.

ExStart Preparing to build adjacency.

Exchange  Routers are exchanging Data Descriptors.

Loading Routers are exchanging LSAs.
Full Thisisthe normal state of an adjacency between arouter and the DR/BDR.
Aggregates

OSPF Aggregation is used to combine groups of routes with common addresses into a single entry
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in the routing table. Thisis commonly used to minimize the routing table.
Virtual Links

Virtua links are used for:

» Linking an areathat does not have adirect connection to the backbone.

» Linking the backbone in case of a partitioned backbone.

Areas without direct connection to the backbone

The backbone always need to be the center of all other areas. In some rare case where it is
impossible to have an area physically connected to the backbone, a virtua link is used. This virtual
link will provide that area with alogical path to the backbone area. This virtua link is established
between two ABRs that are on one common area, with one of the ABRs connected to the backbone
area. In the example below two routers are connected to the same area (Area 1) but just one of them,
fwl, is connected physically to the backbone area.

Figure4.2. Virtual Links Example 1

In the above example, the Virtual Link is configured between fwl and fw2 on Area 1, asitis used as
the transit area. In this configuration only the Router ID has to be configured. The diagram shows
that fw2 needs to have a Virtua Link to fwl with Router ID 192.168.1.1 and vice versa. These
Virtual Links need to be configured in Area 1.

A Partitioned Backbone

OSPF allows for linking a partitioned backbone using a virtual link. The virtual link should be
configured between two separate ABRs that touch the backbone are from each side and having a
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common areain between.

Figure4.3. Virtual Links Example 2

The Virtual Link is configured between fwl and fw2 on Area 1, as it is used as the transit area. In
the configuration only the Router 1D have to be configured, as in the example above show fw2 need
to have a Virtual Link to fwl with the Router ID 192.168.1.1 and vice versa. These VLinks need to
be configured in Area 1.

OSPF High Availability Support

There are some limitations in High Availability support for OSPF that should be noted:

Both the active and the inactive part of an HA cluster will run separate OSPF processes, athough
the inactive part will make sure that it is not the preferred choice for routing. The HA master and
dave will not form adjacency with each other and are not allowed to become DR/BDR on broadcast
networks. Thisis done by forcing the router priority to O.

For OSPF HA support to work correctly, the D-Link Firewall needs to have a broadcast interface
with at least ONE neighbor for ALL areas that the firewall is attached to. In essence, the inactive
part of the cluster needs a neighbor to get the link state database from.

It should also be noted that is not possible to put an HA cluster on the same broadcast network
without any other neighbors (they won't form adjacency with each other because of the router
priority 0). However, it may be possible, depending on the scenario, to setup a point to point link
between them instead. Special care must also be taken when setting up a virtual link to an HA
firewall. The endpoint setting up a link to the HA firewall must setup 3 separate links: one to the
shared, one the master and one to the slave router id of the firewall.

4.4.3. Dynamic Routing Policy

Overview
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In a dynamic routing environment, it is important for routers to be able to regulate to what extent
they will participate in the routing exchange. It is not feasible to accept or trust al received routing
information, and it might be crucial to avoid that parts of the routing database gets published to
other routers.

For this reason, NetDefendOS provides a Dynamic Routing Policy, which is used to regulate the
flow of dynamic routing information.

A Dynamic Routing Policy rule filters either statically configured or OSPF learned routes according
to parameters like the origin of the routes, destination, metric and so on. The matched routes can be
controlled by actions to be either exported to OSPF processes or to be added to one or more routing
tables.

The most common usages of Dynamic Routing Policy are:

e Importing OSPF routes from an OSPF process into a routing table.
* Exporting routes from arouting table to an OSPF process.

» Exporting routes from one OSPF process to another.

Note

By default, NetDefendOS will not import or export any routes. In other words, for
dynamic routing to be meaningful, it is mandatory to define at least one Dynamic
Routing Policy rule.

Example 4.6. Importing Routes from an OSPF AS into the Main Routing Table

In this example, the routes received using OSPF will be added into the main routing table. First of all a Dynamic
Routing Policy filter needs to be created. The filter needs to have a name, in this example ImportOSPFRoutes is
used, as it explains what the filter does.

The filter must also specify from what OSPF AS the routes should be imported. In this example, a pre-configured
OSPF AS named as0 is used.

Depending on how your routing topology looks like you might want to just import certain routes using the
Destination Interface/Destination Network filters, but in this scenario all routes that are within the all-nets network
(which is the same as specifiying the IP address 0.0.0.0/0) are allowed.

CLI
gwwor | d: /> add Dynam cRouti ngRul e OSPFProcess=as0 Name=I| npor t OSPFRout es
Desti nati onNet wor kExact | y=al | - nets

Web Interface

1. Go to Routing > Dynamic Routing Rules > Add > Dynamic routing policy rule
2. Specify a suitable name for the filter, in this case ImportOSPFRoutes
In the Select OSPF Process, select asO

Choose all-nets in the ...Exactly Matches dropdown control

a &

Click OK

The next step is to create a Dynamic Routing Action that will do the actual importing of the routes into a routing
table. Specify the destination routing table that the routes should be added to, in this case main.

CLI

gwwor |l d: /> cc Dynam cRouti ngRul e | nport OSPFRout es
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gw wor | d: / | mpor t OSPFRout es> add Dynam cRout i ngRul eAddRout e
Desti nati on=Mai nRout i ngTabl e

Web Interface

1. Go to Routing > Dynamic Routing Rules
2. Click on the recently created ImportOSPFRoutes
Go to OSPF Routing Action > Add > DynamicRountingRuleAddRoute

In Destination, add the main routing table to the Selected list

a &

Click OK

Example 4.7. Exporting the Default Route into an OSPF AS

In this example, the default route from the main routing table will be exported into an OSPF AS named asO0. First,
add a dynamic routing policy filter that matches the main routing table and the default route:

CLI

gwwor | d: /> add Dynam cRouti ngRul e OSPFProcess=as0 nane=Export Def Rout e
Rout i ngTabl e=Mai nRout i ngTabl e Desti nati onl nt erf ace=wan
Desti nati onNet wor kExact | y=al | - nets

Web Interface

1. Go to Routing > Dynamic Routing Rules > Add > Dynamic routing policy rule

2. Specify a suitable name for the filter, eg. ExportDefRoute
3. For From Routing Table select Main Routing Table

4. Choose wan for Destination Interface

5. Choose all-nets in the ...Exactly Matches list

6. Click OK

Then, create an OSPF Action that will export the filtered route to the specified OSPF AS:

CLI

gwworl d: /> cc Dynam cRouti ngRul e Export Def Rout e

gw wor | d: / Expor t Def Rout e/ > add Dynam cRout i ngRul eExpor t OSPF Export ToPr ocess=as0

Web Interface

1. Go to Routing > Dynamic Routing Rules
2. Click on the newly created ExportDefRoute
Go to OSPF Action > Add > DynamicRoutingRuleExportOSPF

For Export to process choose as0

a &

Click OK
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4.5. Multicast Routing

45.1. Overview

Certain types of Internet interactions, such as conferencing and video broadcasts, require a single
client or host to send the same packet to multiple receivers. This could be achieved through the
sender duplicating the packet with different receiving |P addresses or by a broadcast of the packet
across the Internet. These solutions waste large amounts of sender resources or network bandwidth
and are therefore not satisfactory. An appropriate solution should aso be able to scale to large
numbers of receivers.

Multicast Routing solves the problem by the network routers themselves, replicating and forwarding
packets via the optimum route to al members of a group. The IETF standards that enable Multicast
Routing are:

1. Class D of the IP address space which is reserved for multicast traffic. Each multicast IP
address represent an arbitrary group of recipients.

2. Thelnternet Group Membership Protocol (IGMP) allows areceiver to tell the network that it is
amember of a particular multicast group.

3. Protocol Independent Multicast (PIM) is a group of routing protocols for deciding the optimal
path for multicast packets.

Multicast routing operates on the principle that an interested receiver joins a group for amulticast by
using the IGMP protocol. PIM routers can then duplicate and forward packets to all members of
such a multicast group, thus creating a distribution tree for packet flow. Rather than aguiring new
network information, PIM uses the routing information from existing protocols, such as OSPF, to
decide the optimal path.

A key mechanism in the Multicast Routing process is that of Reverse Path Forwarding. For unicast
traffic a router is concerned only with a packet's destination. With multicast, the router is also
concerned with a packets source since it forwards the packet on paths which are known to be
downstream, away from the packet's source. This approach is adopted to avoid loops in the
distribution tree.

By default multicast packets are routed by NetDefendOS to the core interface. SAT Mutliplex rules
are set up in the IP rule set in order to perform forwarding to the correct interfaces. This is
demonstrated in the examples which follow.

Note

For multicast to function with an Ethernet interface on any D-Link Firewall, that
interface must have multicast handling set to On or Auto. For further details on this
see Section 3.3.2, “ Ethernet” .

4.5.2. Multicast Forwarding using the SAT Multiplex Rule

The SAT Multiplex ruleis used to achieve duplication and forwarding of packets through more than
one interface. This feature implements multicast forwarding in NetDefendOS, where a multicast
packet is sent through several interfaces. Note that, since this rule overrides the normal routing
tables, packets that should be duplicated by the multiplex rule needs to be routed to the core
interface.

By default, the multicast 1P range 224.0.0.0/4 is always routed to core and does not have to be
manually added to the routing tables. Each specified output interface can individually be configured
with static address trandation of the destination address. The Interface field in the Interface/Net
Tuple dialog may be left empty if the IPAddress field is set. In this case, the output interface will
be determined by a route lookup on the specified | P address.
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SAT Multiplex Rule

The multiplex rule can operate in one of two modes:

UseIGMP The traffic flow specififed by the multiplex rule must have been requested
by hosts using IGMP before any multicast packets are forwarded through the
specified interfaces. Thisis the default behaviour of NetDefendOS.

Not using IGMP The traffic flow will be forwarded according to the specified interfaces
directly without any inference from IGMP.

Note

Snce the Multiplex rule is a SAT rule, an Allow or NAT rule has to be specified
together with the Multiplex rule.

4.5.2.1. Multicast Forwarding - No Address Translation

This scenario describes how to configure multicast forwarding together with IGMP. The multicast
sender is 192.168.10.1 and generates the multicast streams 239.192.10.0/24:1234. These multicast
streams should be forwarded from interface wan through the interfaces if1, if2 and if3. The streams
should only be forwarded if some host has requested the streams using the IGMP protocol. The
example below only covers the multicast forwarding part of the configuration. The IGMP
configuration can be found below in Section 4.5.3.1, “IGMP Rules Configuration - No Address
Trandation”.

Figure4.4. Multicast Forwarding - No Address Translation

Note
Remember to add an Allow rule matching the SAT Multiplex rule.

111



4.5.2. Multicast Forwarding using the Chapter 4. Routing
SAT Multiplex Rule

Example 4.8. Forwarding of Multicast Traffic using the SAT Multiplex Rule

In this example, we will create a multiplex rule in order to forward the multicast groups 239.192.10.0/24:1234 to
the interfaces ifl, if2 and if3. All groups have the same sender 192.168.10.1 which is located somwhere behind
the wan interface. The multicast groups should only be forwarded to the out interfaces if clients behind those
interfaces have requested the groups using IGMP. The following steps need to be executed to configure the
actual forwarding of the multicast traffic. IGMP has to be configured seperately.

Web Interface

A. Create a custom service for multicast called multicast_service:

1. Go to Objects > Services > Add > TCP/UDP
2. Now enter:

* Name: multicast_service

* Type: UDP

¢ Destination: 1234
B. Create an IP rule:

1. GotoRules > IP Rules > Add > IP Rule
2. Under General enter.
* Name: a name for the rule, eg. Multicast_Multiplex
* Action: Multiplex SAT
e Service: multicast_service
3. Under Address Filter enter:
» Source Interface: wan
* Source Network: 192.168.10.1
» Destination Interface: core
» Destination Network: 239.192.10.0/24

4. Click the Multiplex SAT tab and add the output interfaces ifl, if2 and if3 one at a time. For each interface,
leave the IPAddress field blank since no destination address translation is wanted.

5. Make sure the forwarded using IGMP checkbox is set

6. Click OK

4.5.2.2.

Multicast Forwarding - Address Translation Scenario

Figure 4.5. Multicast Forwarding - Address Translation
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This scenario is based on the previous scenario but now we are going to translate the multicast
group. When the multicast streams 239.192.10.0/24 are forwarded through the if2 interface, the
multicast groups should be translated into 237.192.10.0/24. No address trandation should be made
when forwarding through interface ifl. The configuration of the corresponding IGMP rules can be
found below in Section 4.5.3.2, “IGMP Rules Configuration - Address Translation”.

Caution
As previously noted, remember to add an Allow rule matching the SAT Multiplex rule.

Example 4.9. Multicast Forwarding - Address Translation

The following SAT Multiplex rule needs to be configured to match the scenario described above:
Web Interface

A. Create a custom service for multicast called multicast_service:

1. Goto Objects > Services > Add > TCP/UDP
2. Now enter:

* Name: multicast_service

e Type: UDP

e Destination: 1234
B. Create an IP rule:

1. GotoRules > IP Rules > Add > IP Rule
2. Under General enter.
« Name: a name for the rule, eg. Multicast_Multiplex
e Action: Multiplex SAT
e Service: multicast_service
3. Under Address Filter enter:
* Source Interface: wan

¢ Source Network: 192.168.10.1
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¢ Destination Interface: core
¢ Destination Network: 239.192.10.0/24
Click the Address Translation tab

Add interface if1 but leave the IPAddress empty

RN OIS

Add interface if2 but this time, enter 237.192.10.0 as the IPAddress
7. Make sure the forwarded using IGMP checkbox is set

8. Click OK

Note
If address trandation of the source address is required, the Allow rule following the
SAT Multiplex rule should be replaced with a NAT rule.

4.5.3. IGMP Configuration

IGMP signaling between hosts and routers can be divided into two categories:
IGMP Reports  Reports are sent from hosts towards the router when a host wants to subscribe
to new multicast groups or change current multicast subscriptions.

IGMP Queries  Queries are IGMP messages sent from the router towards the hosts in order to
make sure that it will not close any stream that some host still wants to receive.

Normally, both these types of rules has to be specified for IGMP to work. One exception to thisis if
the multicast source is located on a network directly connected to the router. In this case, no query
rule is needed.

A second exception is if a neighbouring router is statically configured to deliver a multicast stream
to the D-Link Firewall. In this case also, an IGMP query would not have to be specified.

NetDefendOS supports two |GM P modes of operation - Snoop and Proxy.

Figure 4.6. Multicast Snoop
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4.5.3.1.

Figure4.7. Multicast Proxy

In Snoop mode, the router will act transparently between the hosts and another IGMP router. It will
not send any IGMP Queries. It will only forward queries and reports between the other router and
the hosts. In Proxy mode, the router will act as an IGMP router towards the clients and actively send
gueries. Towards the upstream router, it will be acting as a normal host, subscribing to multicast
groups on behalf of its clients.

IGMP Rules Configuration - No Address Translation

This example describes the IGMP rules needed for configuring IGMP according to the No Address
Trandation scenario described above. We want our router to act as a host towards the upstream
router and therefore we configure IGMP to run in proxy mode.

Example 4.10. IGMP - No Address Translation

The following example requires a configured interface group IfGrpClients including interfaces if1, if2 and if3. The
ip address of the upstream IGMP router is known as UpstreamRouterlP.

Two rules are needed. The first one is a report rule that allows the clients behind interfaces ifl, if2 and if3 to
subscribe for the multicast groups 239.192.10.0/24. The second rule, is a query rule that allows the upstream
router to query us for the multicast groups that the clients have requested. The following steps need to be
executed to create the two rules.

Web Interface

A. Create the first IGMP Rule.

1. Go to Routing > IGMP > IGMP Rules > Add > IGMP Rule
2. Under General enter:

* Name: A suitable name for the rule, eg. Reports

¢ Type: Report

e Action: Proxy

» Output: wan (this is the relay interface)
3. Under Address Filter enter:

* Source Interface: [fGrpClients
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Source Network: iflnet, if2net, if3net
Destination Interface: core
Destination Network: auto
Multicast Source: 192.168.10.1

Multicast Group: 239.192.10.0/24

4. Click OK

B. Create the second IGMP Rule:

1. Again go to Routing > IGMP > IGMP Rules > Add > IGMP Rule

2. Under General enter:

.

Name: A suitable name for the rule, eg. Queries
Type: Query
Action: Proxy

Output: IfGrpClients (this is the relay interface)

3. Under Address Filter enter:

.

Source Interface: wan

Source Network: UpstreamRouterlp
Destination Interface: core
Destination Network: auto
Multicast Source: 192.168.10.1

Multicast Group: 239.192.10.0/24

4. Click OK

4.5.3.2.

IGMP Rules Configuration - Address Translation

The following examples illustrates the IGMP rules needed to configure IGMP according to the
Address Trandation scenario described above in Section 4.5.2.2, “Multicast Forwarding - Address
Trandation Scenario”. We need two IGMP report rules, one for each client interface. 1f1 uses no
address trandlation and if2 translates the multicast group to 237.192.10.0/24. We aso need two
guery rules, one for the translated address and interface, and one for the original address towards if1.

Two examples are provided, one for each pair of report and query rule. The upstream multicast
router uses |P UpstreamRouter| P.

Example 4.11. Configuration ifl

The following steps needs to be executed to create the report and query rule pair for if1 which uses no address
translation.

Web Interface

A. Create the first IGMP Rule.

1. Goto Routing > IGMP > IGMP Rules > Add > IGMP Rule

2. Under General enter:
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* Name: A suitable name for the rule, eg. Reports_ifl

* Type: Report

e Action: Proxy

e Output: wan (this is the relay interface)
3. Under Address Filter enter:

* Source Interface: ifl

* Source Network: iflnet

» Destination Interface: core

» Destination Network: auto

* Multicast Source: 192.168.10.1

e Multicast Group: 239.192.10.0/24
4. Click OK

B. Create the second IGMP Rule:

1. Again go to Routing > IGMP > IGMP Rules > Add > IGMP Rule
2. Under General enter:
* Name: A suitable name for the rule, eg. Queries_ifl
e Type: Query
* Action: Proxy
e Output: ifl (this is the relay interface)
3. Under Address Filter enter:
» Source Interface: wan
e Source Network: UpstreamRouterlp
» Destination Interface: core
» Destination Network: auto
* Multicast Source: 192.168.10.1
e Multicast Group: 239.192.10.0/24
4. Click OK

Example 4.12. Configuration if2 - Group Translation

The following steps needs to be executed to create the report and query rule pair for if2 which translates the
multicast group. Note that the group translated therefore the IGMP reports include the translated IP addresses
and the queries will contain the original IP addresses.

Web Interface

A. Create the first IGMP Rule.

1. Goto Routing > IGMP > IGMP Rules > Add > IGMP Rule
2. Under General enter:

* Name: A suitable name for the rule, eg. Reports_if2
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Type: Report
Action: Proxy

Output: wan (this is the relay interface)

3. Under Address Filter enter:

Source Interface: if2

Source Network: if2net
Destination Interface: core
Destination Network: auto
Multicast Source: 192.168.10.1

Multicast Group: 239.192.10.0/24

4. Click OK

B. Create the second IGMP Rule:

1. Again go to Routing > IGMP > IGMP Rules > Add > IGMP Rule

2. Under General enter:

Name: A suitable name for the rule, eg. Queries_if2
Type: Query
Action: Proxy

Output: if2 (this is the relay interface)

3. Under Address Filter enter:

Source Interface: wan

Source Network: UpstreamRouterlp
Destination Interface: core
Destination Network: auto
Multicast Source: 192.168.10.1

Multicast Group: 239.192.10.0/24

4. Click OK

Advanced | GMP Settings

There are a number of advanced settings which are global and apply to all interfaces
which do not have IGMP setttings explicitly specified for them. These global settings
can be found in Chapter 13, Advanced Settings. Individual IGMP settings are found in

the |GMP section of the administration interface.
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4.6. Transparent Mode

4.6.1. Overview of Transparent Mode

Deploying D-Link Firewalls operating in Transparent Mode into an existing network topology can
significantly strengthen security. It is simple to do and doesn't require reconfiguration of existing
nodes. Once deployed, NetDefendOS can then allow or deny access to different types of services
(for example HTTP) and in specified directions. As long as users of the network are accessing
permitted services through the D-Link Firewall they are not aware of its presence. Transparent
Mode is enabled by specifying a Switch Route instead of a standard Route.

A typical example of Transparent Mode's ability to improve security is in a corporate environment
where there might be a need to protect different departments from one another. The finance
department might require access to only arestricted set of services (HTTP for example) on the sales
department's servers whilst the sales department might require access to a similarly restricted set of
applications on the finance department's network. By deploying a single D-Link Firewall between
the two department's networks, transparent but controlled access can be achieved using the
Transparent Mode feature.

Another example might be an organisation allowing traffic between the external Internet and arange
of public IP address on an internal network. Transparent mode can control what kind of service is
permitted to these IP addresses and in what direction. For instance the only services permitted in
such a situation may be HT TP access out to the Internet.

4.6.2. Comparison with Routing mode

The D-Link Firewall can operate in two modes: Routing Mode or Transparent Mode. In Routing
Mode, the D-Link Firewall performs al the functions of a Layer 3 router; if the firewall is placed
into a network for the first time, or if network topology changes, the routing configuration must
therefore be thoroughly checked to ensure that the routing table is consistent with the new layout.
Reconfiguration of 1P settings may be required for pre-existing routers and protected servers. This
mode works well when complete control over routing is desired.

In Transparent Mode, where Switch Route is used instead of Route, the firewall actsin a way that
has similarities to a switch; it screens |P packets and forwards them transparently to the correct
interface without modifying any of the source or destination information on the IP or Ethernet
levels. Two benefits of Transparent Mode are:

* When a client moves from one interface to another without changing IP address, it can still
obtain the same services as before (for example HTTP, FTP) without routing reconfiguration.

» The same network address range can exist on several interfaces.

Note

D-Link Firewalls need not operate exclusively in Transparent Mode but can combine
Transparent Mode with Routing Mode to operate in a hybrid mode. That is to say, the
firewall can have both Switch Routes as well as standard routes defined. It is also
possible to create a hybrid case by applying address trandation on otherwise
transparent traffic.

4.6.3. Transparent Mode Implementation

In transparent mode, NetDefendOS allows ARP transactions to pass through the D-Link Firewal,
and determines from this ARP traffic the relationship between 1P addresses, physical addresses and
interfaces. NetDefendOS remembers this address information in order to relay 1P packets to the
correct receiver. During the ARP transactions, neither of the endpoints will be aware of the
firewall's presence.
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When beginning communication, a host will locate the target host's physical address by
broadcasting an ARP request. This request is intercepted by NetDefendOS and it sets up an internal
ARP Transaction State entry and broadcasts the ARP request to al the other switch-route interfaces
except the interface the ARP request was received on. If NetDefendOS receives an ARP reply from
the destination within a configurable timeout period, it will relay the reply back to the sender of the
request, using the information previously stored in the ARP Transaction State entry.

During the ARP transaction, NetDefendOS learns the source address information for both ends from
the request and reply. NetDefendOS maintains two tables to store this information: the Content
Addressable Memory (CAM) and Layer 3 Cache. The CAM table tracks the MAC addresses
available on a given interface and the Layer 3 cache maps an IP address to MAC address and
interface. Asthe Layer 3 Cacheisonly used for IP traffic, Layer 3 Cache entries are stored as single
host entries in the routing table.

For each IP packet that passes through the D-Link Firewall, a route lookup for the destination is
done. If the route of the packet matches a Switch Route or a Layer 3 Cache entry in the routing
table, NetDefendOS knows that it should handle this packet in a transparent manner. If a destination
interface and MAC address is available in the route, NetDefendOS has the necessary information to
forward the packet to the destination. If the route was a Switch Route, no specific information about
the destination is available and the firewall will have to discover where the destination is located in
the network. Discovery is done by NetDefendOS sending out ARP as well as ICMP (ping) requests,
acting as the initiating sender of the original IP packet for the destination on the interfaces specified
in the Switch Route. If an ARP reply is received, NetDefendOS will update the CAM table and
Layer 3 Cache and forward the packet to the destination.

If the CAM table or the Layer 3 Cache is full, the tables are partially flushed automatically. Using
the discovery mechanism of sending ARP and ICMP requests, NetDefendOS will rediscover
destinations that may have been flushed.

4.6.4. Enabling Transparent Mode

Two steps are normally required to have NetDefendOS operate in Transparent Mode:

1. If desired, create a group of the interfaces that are to be transparent. Interfaces in a group can
be marked as Security transport equivalent if hosts are to move freely between them.

2. Create Switch Routes and if applicable use the interface group created earlier. For the
Network parameter, specify the range of IP addresses that will be transparent between the
interfaces. When the entire firewall is working in Transparent Mode this range is normally
all-nets.

4.6.5. High Availability with Transparent Mode

Switch Routes cannot be used with High Availability and therefore true transparent mode cannot be
implemented with a NetDefendOS High Availability Cluster.

Instead of Switch Routes the solution in a High Availability setup is to use Proxy ARP to separate
two networks. This is described further in Section 4.2.4, “Proxy ARP”. The key disadvantage with
this approach is that clients will not be able to roam between NetDefendOS interfaces, retaining the
same | P address.

4.6.6. Transparent Mode Scenarios

Scenario 1

The firewall in Transparent Mode is placed between an Internet access router and the internal
network. The router is used to share the Internet connection with a single public IP address. The
internal NAT:ed network behind the firewall is in the 10.0.0.0/24 address space. Clients on the
internal network are allowed to access the Internet viathe HTTP protocol.
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Figure 4.8. Transparent mode scenario 1

6.

1.
2.

Example 4.13. Setting up Transparent Mode - Scenario 1

Web Interface
Configure the interfaces:

Go to Interfaces > Ethernet > Edit (wan)
Now enter:

* IP Address: 10.0.0.1

* Network: 10.0.0.0/24

» Default Gateway: 10.0.0.1

» Transparent Mode: Enable

Click OK

Go to Interfaces > Ethernet > Edit (lan)
Now enter:

+ IP Address: 10.0.0.2

* Network: 10.0.0.0/24

» Transparent Mode: Enable

Click OK

Configure the rules:

Go to Rules > IP Rules > Add > IPRule
Now enter:

* Name: HTTPAllow

» Action: Allow

e Service: http

¢ Source Interface: lan
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« Destination Interface: any
* Source Network: 10.0.0.0/24
» Destination Network: all-nets (0.0.0.0/0)

3. Click OK

Scenario 2

Here the D-Link Firewall in Transparent Mode separates server resources from an internal network
by connecting them to a separate interface without the need for different address ranges.

Figure 4.9. Transparent mode scenario 2

All hosts connected to LAN and DMZ (the lan and dmz interfaces) share the 10.0.0.0/24 address
space. Asthisis configured using Transparent Mode any |P address can be used for the servers, and
thereis no need for the hosts on the internal network to know if aresource is on the same network or
placed on the DMZ. The hosts on the internal network are allowed to communicate with an HTTP
server on DMZ while the HTTP server on the DMZ can be reached from the Internet. The firewall is
transparent between the DMZ and LAN while traffic can subjected to the IP rule set.

Example 4.14. Setting up Transparent Mode - Scenario 2

Configure a Switch Route over the LAN and DMZ interfaces for address range 10.0.0.0/24 (assume the WAN
interface is already configured).

Configure the interfaces:

Similar as shown in the previous example, first, we need to specify the involving interfaces lan, and dmz using the
example IP addresses for this scenario.

Interface Groups:

Similar as shown in the previous example. Configure both interfaces lanand dmzinto the same group.
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Switch Route:
Similar as shown in the previous example. Set up the switch route with the new interface group created earlier.
Configure the rules:
1. Goto Rules > New Rule
2. The Rule Properties dialog will be displayed
3. Specify a suitable name for the rule, for instance HTTP-LAN-to-DMZ
4. Enter following:
e Action: Allow
» Source Interface: lan
» Destination Interface: dmz
* Source Network: all-nets
» Destination Network: 10.1.4.10
5. Under the Service tab, choose http in the Pre-defined control
6. Click OK
7. Goto Rules > New Rule
8. The Rule Properties dialog will be displayed
9. Specify a suitable name for the rule, for instance HTTP-WAN-to-DMZ
10. Enter following:
» Action: SAT
» Source Interface: wan
» Destination Interface: dmz
» Source Network: all-nets
« Destination Network: wan_ip
11. Under the Service tab, choose http in the Pre-defined control

12. Under the Address Translation tab, choose Destination IP Address and enter 10.1.4.10 in the New IP
Address control.

13. Click OK
14. Go to Rules > New Rule
15. The Rule Properties dialog will be displayed
16. Specify a suitable name for the rule, for instance HTTP-LAN-to-DMZ
17. Enter following:
» Action: Allow
* Source Interface: wan
* Destination Interface: dmz
* Source Network: all-nets
» Destination Network: wan_ip
18. Under the Service tab, choose http in the Pre-defined control
19. Click OK

Web Interface
Configure the interfaces:
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6.

3.

3.

Go to Interfaces > Ethernet > Edit (lan)
Now enter:

* |P Address: 10.0.0.1

* Network: 10.0.0.0/24

e Transparent Mode: Disable

* Add route for interface network: Disable
Click OK

Go to Interfaces > Ethernet > Edit (dmz)
Now enter:

* |P Address: 10.0.0.2

* Network: 10.0.0.0/24

* Transparent Mode: Disable

* Add route for interface network: Disable

Click OK

Configure the interface groups:

Go to Interfaces > Interface Groups > Add > InterfaceGroup
Now enter:

* Name: TransparentGroup

e Security/Transport Equivalent: Disable

* Interfaces: Select lan and dmz

Click OK

Configure the routing:

Go to Routing > Main Routing Table > Add > SwitchRoute
Now enter:

e Switched Interfaces: TransparentGroup

* Network: 10.0.0.0/24

* Metric: 0

Click OK

Configure the rules:

Go to Rules > IP Rules > Add > IPRule
Now enter:

¢ Name: HTTP-LAN-to-DMZ

* Action: Allow

e Service: http

* Source Interface: lan

* Destination Interface: dmz

» Source Network: 10.0.0.0/24

e Destination Network: 10.1.4.10
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3. Click OK
4. GotoRules > IP Rules > Add > IPRule

5. Now enter:

Name: HTTP-WAN-to-DMZ
Action: SAT

Service: http

Source Interface: wan
Destination Interface: dmz
Source Network: all-nets
Destination Network: wan_ip
Translate: Select Destination IP

New IP Address: 10.1.4.10

6. Click OK
7. Goto Rules > IP Rules > Add > IPRule

8. Now enter:

Name: HTTP-WAN-to-DMZ
Action: Allow

Service: http

Source Interface: wan
Destination Interface: dmz
Source Network: all-nets

Destination Network: wan_ip

9. Click OK
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Chapter 5. DHCP Services

This chapter describes DHCP services in NetDefendOS.
* Overview, page 127

* DHCP Servers, page 128

* Static DHCP Assignment, page 130

» DHCP Relaying, page 131

* |P Pools, page 132

5.1. Overview

DHCP (Dynamic Host Configuration Protocol) is a protocol that allows network administrators to
automatically assign IP numbers to computers on a network.

IP Address Assignment

A DHCP Server implements the task of assigning IP addresses to DHCP clients. These addresses
come from a pre-defined IP address pool which DHCP manages. When a DHCP server receives a
request from a DHCP client, it returns the configuration parameters (such as an |P address, a MAC
address, adomain name, and a lease for the | P address) to the client in a unicast message.

DHCP Leases

Compared to static assignment, where the client owns the address, dynamic addressing by a DHCP
server leases the address to each client for a pre-defined period of time. During the lifetime of a
lease, the client has permission to keep the assigned address and is guaranteed to have no address
collision with other clients.

Before the expiration of the lease, the client needs to renew the lease from the server so it can keep
using the assigned I P address. The client may also decide at any time that it no longer wishes to use
the IP address it was assigned, and may terminate the lease and release the | P address.

The lease time can be configured in a DHCP server by the administrator.
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5.2. DHCP Servers

NetDefendOS has the ability to act as one or more logical DHCP servers. Filtering of DHCP client
requests is based on interface, so each NetDefendOS interface can have, at most, one single logical
DHCP server associated with it. In other words, NetDefendOS can provision DHCP clients using
different address ranges depending on what interface they are located on.

A number of standard options can be configured for each DHCP server instance:

|P Address
Netmask - netmask sent to the DHCP Client.
Subnet

Gateway Address - what | P should be sent to the client for use as the default gateway. 1f 0.0.0.0
is specified the IP given to the client will be sent as the gateway.

Domain Name

Lease Time - the time, in seconds that a DHCP lease should be provided to a host after which
the client must renew the lease.

DNS Servers
WINS Servers

Next Server - the |P address of the next server in the boot process, thisisusually a TFTP server.

In addition, Custom Options can be specified in order to have the DHCP servers hand out al types
of options supported by the DHCP standard.

DHCP servers assign and manage the IP addresses taken the from specified address pool.
NetDefendOS DHCP servers are not limited to serving a single range of |P addresses but can use
any |P address range that can be specified by a NetDefendOS address object.

CLI

Example 5.1. Setting up a DHCP server

This example shows how to set up a DHCP server called DHCPServerl which assigns and manages IP
addresses from an IP address pool called DHCPRangel. This example assumes you have created an IP range
for the DHCP Server.

gwwor |l d: /> add DHCPServer DHCPServerl Interface=lan

| PAddr essPool =DHCPRangel Net mask=255. 255. 255. 0

Web Interface

Go to System > DHCP > DHCP Servers >Add > DHCPServer
Now enter:

* Name: DHCPServerl

» Interface Filter: lan

* |P Address Pool: DHCPRangel

* Netmask: 255.255.255.0

Click OK
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Example 5.2. Checking the status of a DHCP server

Web Interface
Go to Status > DHCP Server in the menu bar.
CLI

To see the status of all servers:
gwwor | d: /> dhcpserver
To list all configured servers:

gwwor | d: /> show dhcpserver

Tip
DHCP leases are remembered by the system between system restarts.
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5.3. Static DHCP Assignment

Where the administrator requires a fixed relationship between a client and the assigned |P address,
NetDefendOS allows the assignment of a given IP to a specific MAC address.

Example 5.3. Setting up Static DHCP

This example shows how to assign the IP address 192.168.1.1 to the MAC address 00-90-12-13-14-15. The
examples assumes that the DHCP server DHCPServerl has already been defined.

CLI

First change to the DHCPServerl context:

gwworl d: /> cc DHCPServer DHCPServer 1

Now add the static DHCP assignment:

gw wor | d: / > add DHCPSer ver Pool St ati cHost Host=192.168.1.1
MACAddr ess=00- 90- 12- 13- 14- 15

All static assignments can be listed and each is listed with an index nhumber:

gwworl d: /> show

# Comments

+ 1 (none)

An individual static assignment can be shown using its index number:

gwwor | d: /> show DHCPSer ver Pool St ati cHost 1

Property Val ue

Host: 192.168.1.1
MACAddr ess:  00-90- 12- 13- 14- 15
Comment s:  (none)

The assignment could be changed later to IP address 192.168.1.12 with the following command:
gwworl d: /> set DHCPServerPool StaticHost 1 Host=192.168. 1. 12
MACAddr ess=00- 90- 12- 13- 14- 15

Web Interface

1. Go to System > DHCP > DHCP Servers > DHCPServerl > Static Hosts > Add > Static Host Entry
2. Now enter:

¢ Host: 19.168.1.1

« MAC: 00-90-12-13-14-15

3. Click OK
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5.4. DHCP Relaying

With DHCP, clients send requests to locate the DHCP server(s) using broadcast messages.
However, broadcasts are normally only propagated across the local network. This means that the
DHCP server and client would always need to be in the same physical network area to be able to
communicate. In a large Internet-like environment, this means there has to be a different server on
every network. This problem is solved by the use of a DHCP relayer.

A DHCP relayer takes the place of the DHCP server in the local network to act as the link between
the client and the remote DHCP server. It intercepts requests from clients and relays them to the
server. The server then responds to the relayer, which forwards the response to the client. The
DHCP relayers follow the BOOTP relay agent functionality and retain the BOOTP message format
and communication protocol, and hence, they are often called BOOTP relay agents.

Example 5.4. Setting up a DHCP relayer

This example allows clients on VLAN interfaces to obtain IP addresses from a DHCP server. It is assumed the
firewall is configured with VLAN interfaces, "vlanl1" and "vlan2", that use DHCP relaying, and the DHCP server IP
address is defined in the address book as "ip-dhcp". NetDefendOS will install a route for the client when it has
finalized the DHCP process and obtained an IP.

CLI

Adding VLAN interfaces vlanl and vlan2 that should relay to an interface group named as ipgrp-dhcp:
gwworl d: /> add Interface InterfaceG oup ipgrp-dhcp Menbers=vl anl, vl an2
Adding a DHCP relay named as "vlan-to-dhcpserver":

gwwor | d: /> add DHCPRel ay vl an-to-dhcpserver Acti on=Rel ay Tar get DHCPSer ver =i p- dhcp
Sour cel nt er f ace=i pgr p- dhcp AddRout e=Yes ProxyARPI nt er f aces=i pgr p- dhcp
Web Interface

Adding